# CORE DECREASING FUNCTIONS 

ALEJANDRO SANTACRUZ HIDALGO AND GORD SINNAMON


#### Abstract

Given a measure space and a totally ordered ordered collection of measurable sets, called an ordered core, the notion of a core decreasing function is introduced and used to define the down space of a Banach function space. This is done using a variant of the Köthe dual restricted to core decreasing functions. To study down spaces, the least core decreasing majorant construction and the level function construction, already known for functions on the real line, are extended to this general setting. These are used to give concrete descriptions of the duals of the down spaces and, in the case of universally rearrangement invariant (u.r.i.) spaces, of the down spaces themselves.

The down spaces of $L^{1}$ and $L^{\infty}$ are shown to form an exact Calderón couple with divisibility constant 1 ; a complete description of the exact interpolation spaces for the couple is given in terms of level functions; and the down spaces of u.r.i. spaces are shown to be precisely those interpolation spaces that have the Fatou property. The dual couple is also an exact Calderón couple with divisibility constant 1 ; a complete description of the exact interpolation spaces for the couple is given in terms of least core decreasing majorants; and the duals of down spaces of u.r.i. spaces are shown to be precisely those interpolation spaces that have the Fatou property.


## 1. Introduction

Monotone functions on $\mathbb{R}$ are very well behaved compared to general measurable functions. Consequently, a wide variety of techniques and applications are in place for working with them. Our object is to investigate certain functional analysis tools involving monotone functions, making them available for functions on general measure spaces in which a highly customizable notion of order is used to determine monotonicity.

Let $1 \leq p \leq \infty$ and $1 / p+1 / p^{\prime}=1$. If $f$ is a Lebesgue measurable function on $[0, \infty)$, there exists a nonnegative, nonincreasing function $f^{o}$, called the level function of $f$, such that

$$
\int_{0}^{\infty}|f| g \leq \int_{0}^{\infty} f^{o} g
$$

holds for all nonnegative, nonincreasing $g$, and

$$
\left\|f^{o}\right\|_{L^{p}}=\sup \left\{\int_{0}^{\infty}|f| g:\|g\|_{L^{p^{\prime}}} \leq 1, g \geq 0, g \text { nonincreasing }\right\}
$$

Here $\|\cdot\|_{L^{p}}$ denotes the usual $L^{p}$ norm. This improves Hölder's inequality in the presence of monotonicity since we have $\int_{0}^{\infty}|f| g \leq\left\|f^{o}\right\|_{L^{p}}\|g\|_{L^{p^{\prime}}}$ whenever $g$ is

[^0]nonnegative and nonincreasing. To take advantage of this improvement, we need to understand $f^{o}$ : For a locally integrable $f$, the function $f^{o}$ is determined by requiring that the function $x \mapsto \int_{0}^{x} f^{o}$ is the least concave majorant of $x \mapsto \int_{0}^{x}|f|$. In particular, $f^{o}$ is independent of $p$. The construction of $f^{o}$ is due to Halperin, in 8], with an alternate proof given by Lorentz, in $\sqrt{13}$, and their construction applies to weighted Lebesgue measure as well as to the unweighted case outlined above.

The construction of $f^{o}$ has been extended to functions on $(\mathbb{R}, \lambda)$, for a general Borel measure $\lambda$, and to function spaces more general than the $L^{p}$ spaces. It has been applied to give formulas for the dual spaces of Lorentz and Orlicz-Lorentz spaces, to prove weighted Hardy and Fourier inequalities, to transfer monotonicity (from kernel to weight) in weighted norm inequalities for general positive integral operators, and to provide equivalent norms for traditional and abstract Cesáro spaces that facilitate interpolation of these spaces and of their duals. Another construction determines the dual spaces of spaces defined by the level function, and strong interpolation results have been established for both scales of spaces. See, for example, $9,12,14,16,18,22,24$. Additional references may be found in [6].

These powerful tools are currently available only for functions defined on $(\mathbb{R}, \lambda)$, where the natural order on $\mathbb{R}$ determines the collection of nonnegative, nonincreasing functions. (Requiring $\lambda$ to be Borel ensures that such functions are measurable.) Recently, in 23, the notion of a measure space with an ordered core was introduced to study abstract Hardy operators. Here we use an ordered core to define a collection of nonnegative, nonincreasing functions (called core decreasing functions) on a general measure space and investigate the level function construction, the function spaces it generates, their dual spaces, and the interpolation properties of both. The ordered core can be chosen to suit the investigation, and all these tools will be adapted to that choice.

We will end this introduction by defining, below, the principal objects of study and mentioning a few easy-to-state results of our investigation. Section 2 sets out some necessary background and relevant known results. In Section 3, one of the main tools used to study ordered cores in $\sqrt[23]{ }$ is extended and adapted to our purposes. Much of the measure theory needed in the paper is contained in Section 4. where we show how to enrich an ordered core without changing its essential order properties. Examples to illustrate the flexibility of this notion of order are included in Section 5, along with pair of key examples that exhibit behaviour quite unlike the usual situation in which the order is carried on elements of the domain space instead of subsets of it. Section 6 shows how to make a functional connection between core decreasing functions and nonnegative, nonincreasing functions on the half line. In Section 7 we define the level function and least decreasing majorant constructions in this general setting and the spaces of functions connected with them. The interpolation theory of these spaces is developed in Section 8 .

If $(U, \Sigma, \mu)$ is a $\sigma$-finite measure space and $\mathcal{A} \subseteq \Sigma$ we let $\sigma(\mathcal{A})$ be the $\sigma$-ring generated by $\mathcal{A}$ and let $L(\mathcal{A})$ be the collection of all $[-\infty, \infty]$-valued $\sigma(\mathcal{A})$-measurable functions on $U$. In particular, $L(\Sigma)$ is the collection of $\Sigma$-measurable functions. The collection of nonnegative functions in $L(\mathcal{A})$ is denoted $L^{+}(\mathcal{A})$.

Definition 1.1. Let $(U, \Sigma, \mu)$ be a $\sigma$-finite measure space.
(a) An ordered core of $(U, \Sigma, \mu)$ is a totally ordered subset $\mathcal{A}$ of $\Sigma$, containing the empty set, that consists of sets of finite $\mu$-measure.
(b) We say an ordered core $\mathcal{A}$ is $\sigma$-bounded if there exists a countable subset $\mathcal{A}_{0}$ of $\mathcal{A}$ such that $\cup \mathcal{A}=\cup \mathcal{A}_{0}$ and we say $\mathcal{A}$ is full if it is $\sigma$-bounded and $\cup \mathcal{A}=U .($ If $\mathcal{A}$ is $\sigma$-bounded, then $\sigma(\mathcal{A})$ is a $\sigma$-algebra over $\cup \mathcal{A}$.)
(c) The relation $\leq_{\mathcal{A}}$ on $U$ is defined by $u \leq_{\mathcal{A}} v$ if for all $A \in \mathcal{A}, v \in A$ implies $u \in A$. We will drop the subscript $\mathcal{A}$ when there is no ambiguity.
(d) A function $f: U \rightarrow[-\infty, \infty]$ is called decreasing (relative to $\mathcal{A}$ ) for all $u, v \in U, u \leq_{\mathcal{A}} v$ implies $f(u) \geq f(v)$. A nonnegative, $\sigma(\mathcal{A})$-measurable, decreasing function is called core decreasing. The collection of core decreasing functions is denoted $L^{\downarrow}(\mathcal{A})$.

Observe that the relation " $\leq_{\mathcal{A}}$ " is reflexive and transitive but not antisymmetric in general. It is total, in the sense that for all $u, v \in U, u \leq v$ or $v \leq u$ or both.

See Section 5 for examples of ordered cores and their order relations. As we will see in Example 5.4. decreasing functions need not be $\mu$-measurable and even if they are $\mu$-measurable, they may not be $\sigma(\mathcal{A})$-measurable. This is why we explicitly require $\sigma(\mathcal{A})$-measurability in the collection $L^{\downarrow}(\mathcal{A})$ of core decreasing functions.

Teasers: Here is a look ahead at some consequences of the theory to be developed: Let $\mathcal{A}$ be a full ordered core on $(U, \Sigma, \mu)$.

Level Functions: For each $\mu$-measurable function $f$, there is a core decreasing function $f^{o}$ such that for all core decreasing functions $g$,

$$
\int_{U} f^{o} g d \mu=\sup \left\{\int_{U}|f| h d \mu: h \in L^{\downarrow}(\mathcal{A}), \int_{A} h d \mu \leq \int_{A} g d \mu \text { for all } A \in \mathcal{A}\right\} .
$$

D-type Hölder Inequalities: If $1 \leq p \leq \infty$, then $\left\|f^{o}\right\|_{L_{\mu}^{p}} \leq\|f\|_{L_{\mu}^{p}}$ and for all core decreasing functions $g$,

$$
\int_{U}|f| g d \mu \leq\left\|f^{o}\right\|_{L_{\mu}^{p}}\|g\|_{L_{\mu}^{p^{\prime}}}
$$

Calderón Couples: Let $\|f\|_{D_{\mu}^{\infty}}=\sup _{A \in \mathcal{A}} \frac{1}{\mu(A)} \int_{A}|f| d \mu$ and $D_{\mu}^{\infty}$ be the set of $f$ for which it is finite. Then $D_{\mu}^{\infty}$ is a Banach space, $\left(L_{\mu}^{1}, D_{\mu}^{\infty}\right)$ is a Calderón couple, and $Y$ is an exact interpolation space for the couple if and only if there is a universally rearrangement invariant space $X$ such that $\|f\|_{Y}=\left\|f^{o}\right\|_{X}$, for all $f$.

## 2. Notation and Background

We use $0 \leq \alpha_{n} \uparrow \alpha$ to indicate the limit of a nondecreasing sequence in $[0, \infty]$. Expressions that evaluate to $0 / 0$ will be taken to be 0 . The sgn function is defined by $\operatorname{sgn}(y)=|y| / y$ when $y \neq 0$ and $\operatorname{sgn}(0)=0$. If $1 \leq p \leq \infty$, and $\mu$ is a measure, $L_{\mu}^{p}$ denotes the usual Lebesgue space of $\mu$-measurable functions.
2.1. Universally rearrangement invariant spaces. Let $(U, \Sigma, \mu)$ be a $\sigma$-finite measure space. The distribution function, $\mu_{f}$, and rearrangement, $f^{*}$, of $f \in L(\Sigma)$ are given by

$$
\mu_{f}(\delta)=\mu(\{u \in U:|f(u)|>\delta\}) \quad \text { and } \quad f^{*}(t)=\inf \left\{\delta>0: \mu_{f}(\delta) \leq t\right\}
$$

for $\delta, t>0$. These take values in $[0, \infty]$.
Following [25], a Banach function space over $U$ is a real Banach space $X \subseteq L(\Sigma)$ that satisfies the lattice property: If $f \in L(\Sigma), g \in X$, and $|f| \leq g \mu$-a.e., then $f \in X$ and $\|f\|_{X} \leq\|g\|_{X}$. The space $X$ is saturated if every $E \in \Sigma$ of positive
measure has a subset $F \in \Sigma$ of positive measure such that $\chi_{F} \in X$. We say $X$ has the Fatou property if whenever $0 \leq f_{n} \in X$ for each $n, f_{n} \uparrow f \mu$-a.e., and $\lim _{n \rightarrow \infty}\left\|f_{n}\right\|_{X}<\infty$, it follows that $f \in X$ and $\left\|f_{n}\right\|_{X} \uparrow\|f\|_{X}$.

The associate space $X^{\prime}$ of $X$ is the Banach space of all $g \in L(\Sigma)$ such that

$$
\|g\|_{X^{\prime}}=\sup _{\|f\|_{X} \leq 1} \int|f g| d \mu<\infty
$$

A universally rearrangement invariant (u.r.i.) space over $U$ is a Banach function space over $U$ such that if $f \in L(\Sigma), g \in X$ and $\int_{0}^{t} f^{*} \leq \int_{0}^{t} g^{*}$ for all $t>0$, then $f \in X$ and $\|f\|_{X} \leq\|g\|_{X}$. A nontrivial u.r.i. space is automatically saturated.

If $X$ is a saturated Banach function space over $U$, then $X^{\prime}$ is a saturated Banach function space over $U$ with the Fatou property. If $X$ has the Fatou property, then $X^{\prime \prime}=X$ with identical norms. If $X$ is u.r.i., so is $X^{\prime}$. See $[2$, especially pages 64 and 90 , for the close connection between u.r.i. spaces and rearrangement invariant spaces, but keep in mind that function spaces there are assumed to have additional properties, including the Fatou property.
2.2. Calderón couples. A pair $\left(X_{0}, X_{1}\right)$ of Banach spaces is a compatible couple if both spaces can be continuously embedded in a single Hausdorff topological vector space, thus making sense of the expressions $X_{0} \cap X_{1}$ and $X_{0}+X_{1}$. An admissible contraction from $\left(X_{0}, X_{1}\right)$ to another compatible couple $\left(Y_{0}, Y_{1}\right)$, is a linear map $W$ on $X_{0}+X_{1}$ such that the restriction of $W$ to $X_{j}$ is a bounded map from $X_{j}$ to $Y_{j}$, of norm at most 1 , for $j=0,1$. A Banach space $X$ satisfying $X_{0} \cap X_{1} \subseteq X \subseteq X_{0}+X_{1}$ is called an exact interpolation space for the couple $\left(X_{0}, X_{1}\right)$ if every admissible contraction from $\left(X_{0}, X_{1}\right)$ to itself maps each element of $X$ into $X$ with no increase in norm.

The $K$-functional for a compatible couple $\left(X_{0}, X_{1}\right)$ is given by

$$
K\left(f, t ; X_{0}, X_{1}\right)=\inf \left(\left\|f_{0}\right\|_{X_{0}}+t\left\|f_{1}\right\|_{X_{1}}: f_{0}+f_{1}=f\right\}
$$

for $f \in X_{0}+X_{1}$ and $t>0$. We say $\left(X_{0}, X_{1}\right)$ is an exact Calderón couple (or exact Calderón-Mityagin couple) if whenever $f, g \in X_{0}+X_{1}$ satisfy $K\left(f, t ; X_{0}, X_{1}\right) \leq$ $K\left(g, t ; X_{0}, X_{1}\right)$ for all $t>0$ there exists an admissible contraction from ( $X_{0}, X_{1}$ ) to itself that maps $g$ to $f$. Also, $\left(X_{0}, X_{1}\right)$ has divisibility constant 1 if for all $f \in X_{0}+X_{1}$ and all nonnegative, concave functions $\omega_{j}$ on $[0, \infty)$, the conditions $\sum_{j=1}^{\infty} \omega_{j}(1)<\infty$ and $K\left(f, t ; X_{0}, X_{1}\right) \leq \sum_{j=1}^{\infty} \omega_{j}(t)$ for all $t \geq 0$ imply that there exist $f_{j} \in X_{0}+X_{1}$ such that $K\left(f_{j}, t ; X_{0}, X_{1}\right) \leq \omega_{j}(t)$, for all $j$ and $t$, and $\sum_{j=1}^{\infty} f_{j}$ converges to $f$ in $X_{0}+X_{1}$. Here, $\|f\|_{X_{0}+X_{1}}=K\left(f, 1 ; X_{0}, X_{1}\right)$. See 2 for the above definitions.

A Banach function space $\Phi$ of functions on the half line with measure $d t / t$ is a parameter of the $K$-method if it contains the function $t \mapsto \min (1, t)$. If $\left(X_{0}, X_{1}\right)$ is a compatible couple, then $\left(X_{0}, X_{1}\right)_{\Phi}$ is the space of all $f \in X_{0}+X_{1}$ whose norm, $\left\|K\left(f, \cdot ; X_{0}, X_{1}\right)\right\|_{\Phi}$, is finite. It is an exact interpolation space for $\left(X_{0}, X_{1}\right)$. If $\left(X_{0}, X_{1}\right)$ is an exact Calderón couple with divisibility constant 1 , then every exact interpolation space for $\left(X_{0}, X_{1}\right)$ is equal, with identical norms, to $\left(X_{0}, X_{1}\right)_{\Phi}$ for some parameter $\Phi$. See [4, Theorems 3.3.1 and 4.4.5 and Remark 4.4.4].

For any $\sigma$-finite measure space $(P, \mathcal{P}, \rho), K\left(f, t ; L_{\rho}^{1}, L_{\rho}^{\infty}\right)=\int_{0}^{t} f^{*},\left(L_{\rho}^{1}, L_{\rho}^{\infty}\right)$ is a Calderón couple, and the exact interpolation spaces of $\left(L_{\rho}^{1}, L_{\rho}^{\infty}\right)$ are exactly the u.r.i. spaces over $P$. See 5].

We will need a couple of standard (easy) results: If $W:\left(X_{0}, X_{1}\right) \rightarrow\left(Y_{0}, Y_{1}\right)$ is an admissible contraction then

$$
\begin{equation*}
K\left(W f, t ; Y_{0}, Y_{1}\right) \leq K\left(f, t ; X_{0}, X_{1}\right) \tag{2.1}
\end{equation*}
$$

If ( $X_{0}, X_{1}$ ) is a compatible couple of Banach function spaces (over the same measure space, ) then

$$
\begin{equation*}
K\left(f, t ; X_{0}, X_{1}\right)=\inf \left\{\left\|f_{0}\right\|_{X_{0}}+t\left\|f_{1}\right\|_{X_{1}}: f_{0}+f_{1}=|f|, 0 \leq f_{0}, 0 \leq f_{1}\right\} . \tag{2.2}
\end{equation*}
$$

2.3. Spaces defined by nonincreasing functions. Suppose $\lambda$ is a $\sigma$-finite, Borel measure on $[0, \infty)$ satisfying $\lambda([0, x])<\infty$ for each $x \in \mathbb{R}$. If $X$ is a u.r.i. space over $([0, \infty), \lambda)$, and $L^{\downarrow}$ denotes the collection of nonnegative, nonincreasing functions, let $X \downarrow$ be the space of $\lambda$-measurable $\varphi$ such that

$$
\|\varphi\|_{X \downarrow}=\sup \left\{\int_{[0, \infty)}|\varphi| \psi d \lambda: \psi \in L^{\downarrow},\|\psi\|_{X^{\prime}} \leq 1\right\}
$$

is finite. Then, for each $\lambda$-measurable $\varphi$ there exists a $\varphi^{o} \in L^{\downarrow}$, called the level function of $\varphi$, such that for all $\xi \in L^{\downarrow}$,

$$
\int_{[0, \infty)} \varphi^{o} \xi d \lambda=\sup \left\{\int_{[0, \infty)}|\varphi| \psi d \lambda: \psi \in L^{\downarrow}, \int_{[0, x]} \psi d \lambda \leq \int_{[0, x]} \xi d \lambda \text { for } x \geq 0\right\}
$$

and if $0 \leq \varphi_{n} \uparrow \varphi \lambda$-a.e., then $\varphi_{n}^{o} \uparrow \varphi^{o} \lambda$-a.e. Also, $L_{\lambda}^{1} \downarrow=L_{\lambda}^{1}$, with identical norms; $\|\varphi\|_{L_{\lambda}^{\infty} \downarrow}=\sup _{x \geq 0} \frac{1}{\lambda([0, x])} \int_{[0, x]}|\varphi| d \lambda ; K\left(\varphi, t ; L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right)=\int_{0}^{t}\left(\varphi^{o}\right)^{*}$; and $\left(L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right)$ is an exact Calderón couple with divisibility constant 1.

For a $\lambda$-measurable $\psi$, define $\widetilde{\psi}(x)$ to be the essential supremum of $\psi$ on the interval $[x, \infty)$. Called the least decreasing majorant of $\psi, \widetilde{\psi}$ is in $L^{\downarrow}$; if $\xi \in L^{\downarrow}$ and $\psi \leq \xi$, then $\widetilde{\psi} \leq \xi$; and if $\psi_{n} \uparrow \psi \lambda$-a.e. then $\widetilde{\psi_{n}} \uparrow \widetilde{\psi} \lambda$-a.e. If $X$ is a Banach function space of $\lambda$-measurable functions, that contains all characteristic functions of sets of finite measure, we let $\widetilde{X}$ be the space of functions for which $\|f\|_{\tilde{X}}=\|\widetilde{f}\|_{X}$ is finite. Then $\widetilde{L_{\lambda}^{\infty}}=L_{\lambda}^{\infty}$, with identical norms; $K\left(\psi, t ; \widetilde{L_{\lambda}^{1}}, L_{\lambda}^{\infty}\right)=\int_{0}^{t}(\widetilde{\psi})^{*}$; and $\left(\widetilde{L_{\lambda}^{1}}, L_{\lambda}^{\infty}\right)$ is an exact Calderón couple with divisibility constant 1.

These results may be found in 20, Proposition 1.5 and Theorem 2.3], 14, Corollary 3.9] and [15, Lemma 3.2, Corollary 4.2 and Theorem 4.2]. In these references, results are stated for a measure on $\mathbb{R}$, not on $[0, \infty)$, but we identify $\lambda$ with a measure on $\mathbb{R}$ for which $\lambda((-\infty, 0))=0$ so the results apply.

## 3. Maps Between Ordered Cores

When measure spaces with ordered cores were introduced in [23], it was shown that well-behaved maps between measure spaces with $\sigma$-bounded ordered cores induce bounded linear operators of functions on these measure spaces. In this section we take a closer look at these operators and establish additional properties that we will require later.

Let $(P, \mathcal{P}, \rho)$ and $(T, \mathcal{T}, \tau)$ be $\sigma$-finite measure spaces and let $\mathcal{A}$ be a $\sigma$-bounded ordered core of $(P, \mathcal{P}, \rho)$. Let $c$ be a positive constant and $r: \mathcal{A} \rightarrow \mathcal{T}$ be a core map, that is, an order-preserving map satisfying

$$
\begin{equation*}
\tau(r(A) \backslash r(B)) \leq c \rho(A \backslash B) \tag{3.1}
\end{equation*}
$$

for all $A, B \in \mathcal{A}$. Note that $\{r(A) \backslash r(\emptyset): A \in \mathcal{A}\}$ is an ordered core of $(T, \mathcal{T}, \tau)$.

Theorem 3.1. Let $V$ be the vector space of all $f \in L(\mathcal{T})$ such that $f$ is integrable on $r(A)$ for each $A \in \mathcal{A}$. Then there is a map $R$ defined on $L^{+}(\mathcal{T}) \cup V$ such that for all $f \in L^{+}(\mathcal{T}) \cup V$ :
(a) $R f \in L(\mathcal{A})$ and $R f=0$ off $\cup \mathcal{A}$;
(b) if $f \in L^{+}(\mathcal{T})$ then $R f \in L^{+}(\mathcal{A})$;
(c) if $f_{n} \in L^{+}(\mathcal{T})$ for each $n$ and $f_{n} \uparrow f \mu$-a.e., then $R f_{n} \uparrow R f \rho$-a.e.;
(d) $R$ is linear on $V$ and it is additive and positive homogeneous on $L^{+}(\mathcal{T})$;
(e) $|R f| \leq R|f| \rho$-a.e.;
(f) for all $A, B \in \mathcal{A}$,

$$
\int_{B \backslash A} R f d \rho=\int_{r(B) \backslash r(A)} f d \tau
$$

(g) if $f \in L_{\tau}^{1}$, then $R f \in L_{\rho}^{1}$ and $\|R f\|_{L_{\rho}^{1}} \leq\|f\|_{L_{\tau}^{1}}$;
(h) if $f \in L_{\tau}^{\infty}$, then $R f \in L_{\rho}^{\infty}$ and $\|R f\|_{L_{\rho}^{\infty}} \leq c\|f\|_{L_{\tau}^{\infty}}$;
(i) if $c=1, A \in \mathcal{A}$ and $\rho(A)=\tau(r(A))$, then $R \chi_{r(A)}=\chi_{A} \rho$-a.e.
(j) if $c=1, \rho(A)=\tau(r(A))$ for all $A \in \mathcal{A}, f \in L^{+}(\mathcal{T})$ and $g \in L^{+}(r(\mathcal{A}))$, then $R(f g)=R f R g \rho$-a.e.

Proof. The original map. From Theorem 4.6 of 23 there is a positive, linear $\operatorname{map} R: L_{\tau}^{1}+L_{\tau}^{\infty} \rightarrow L_{\rho}^{1}+L_{\rho}^{\infty}$ that satisfies (f) (g) and (h) for each $f \in L_{\tau}^{1}+L_{\tau}^{\infty}$. In the proof of that theorem it is shown that (a) is satisfied for each nonnegative $f \in L_{\tau}^{1}+L_{\tau}^{\infty}$.

The following observation will be needed: If $f \in L_{\tau}^{1}+L_{\tau}^{\infty}$ and $\left(f_{n}\right)$ is an increasing sequence of nonnegative functions in $L_{\tau}^{1}+L_{\tau}^{\infty}$ that converges to $f$ pointwise $\tau$-a.e., then $R f_{n}$ converges to $R f$ pointwise $\rho$-a.e. To see this, fix $A \in \mathcal{A}$. Since $\rho(A)<\infty$ and $R f \in L_{\rho}^{1}+L_{\rho}^{\infty}, \int_{A} R f d \rho<\infty$. By (f) and the Monotone Convergence Theorem,

$$
\int_{A} R f d \rho=\int_{r(A) \backslash r(\emptyset)} f d \tau=\lim _{n \rightarrow \infty} \int_{r(A) \backslash r(\emptyset)} f_{n} d \tau=\lim _{n \rightarrow \infty} \int_{A} R f_{n} d \rho
$$

The positivity of $R$ on $L_{\tau}^{1}+L_{\tau}^{\infty}$ ensures that $R f_{n}$ is an increasing sequence bounded above by $R f$. So another application of the Monotone Convergence theorem yields

$$
\int_{A} R f d \rho=\int_{A} \lim _{n \rightarrow \infty} R f_{n} d \rho \leq \int_{A} R f d \rho .
$$

Thus, $R f=\lim _{n \rightarrow \infty} R f_{n} \rho$-a.e. on $A$. By the $\sigma$-boundedness of $\mathcal{A}, R f=$ $\lim _{n \rightarrow \infty} R f_{n} \rho$-a.e. on $\cup \mathcal{A}$. But both $R f$ and $R f_{n}$ are zero off $\cup \mathcal{A}$ so $R f_{n} \rightarrow R f$ pointwise $\rho$-a.e. on $P$.

Extension to nonnegative functions. With this in hand, we may define $R$ on $L^{+}(\mathcal{T})$. For each $f \in L^{+}(\mathcal{T})$ let $R f$ be the pointwise limit of $R f_{n}$, where $\left(f_{n}\right)$ is an increasing sequence in $L^{+}(\mathcal{T}) \cap L_{\tau}^{1}$ that converges pointwise to $f$. The previous observation ensures that this $R$ agrees with the original $R$ whenever both are defined.

Since $\tau$ is $\sigma$-finite, each $f \in L^{+}(\mathcal{T})$ can be expressed as the limit of such a sequence and since $R$ is a positive operator, $R f_{n}$ is an increasing sequence in $L^{+}(\mathcal{T})$ and hence has a (finite or infinite) pointwise limit. It remains to show that the definition of $R f$ on $L^{+}(\mathcal{T})$ does not depend on the choice of $\left(f_{n}\right)$. Fix $f \in L^{+}(\mathcal{T})$ and let $\left(f_{n}\right)$ and $\left(g_{n}\right)$ be two increasing sequences in $L^{+}(\mathcal{T}) \cap L_{\tau}^{1}$ that converge pointwise to $f$. For each fixed $m, h_{n}=\min \left(f_{n}, g_{m}\right)$ defines an increasing sequence
in $L^{+}(\mathcal{T}) \cap L_{\tau}^{1}$ that converges pointwise to $g_{m}$. By the Monotone Convergence Theorem, $h_{n} \rightarrow g_{m}$ in the space $L_{\tau}^{1}$. By (g), $R h_{n} \rightarrow R g_{m}$ in $L_{\rho}^{1}$. But $\left(R h_{n}\right)$ is a increasing sequence so the Monotone Convergence Theorem shows that $R h_{n}$ converges to $R g_{m}$ pointwise $\rho$-a.e. Since $h_{n} \leq f_{n}, R h_{n} \leq R f_{n}$ and therefore $R g_{m}=$ $\lim _{n \rightarrow \infty} R h_{n} \leq \lim _{n \rightarrow \infty} R f_{n}$ for each $m$. Letting $m \rightarrow \infty$ we get $\lim _{m \rightarrow \infty} R g_{m} \leq$ $\lim _{n \rightarrow \infty} R f_{n}$. Reversing the roles of $f$ and $g$ gives the opposite inequality as well. Thus $R f$ is well defined as a map from $L^{+}(\mathcal{T})$ to $L^{+}(\mathcal{T})$.

Since (a) and (b) are preserved by limits of sequences, they hold for all $f \in$ $L^{+}(\mathcal{T})$.

To see that (c) also holds, fix $f \in L^{+}(\mathcal{T})$ and let $\left(f_{n}\right)$ be an increasing sequence in $L^{+}(\mathcal{T})$ that converges pointwise to $f$. Take $\left(g_{m}\right)$ to be an increasing sequence in $L^{+}(\mathcal{T}) \cap L_{\tau}^{1}$ that converges pointwise to $f$. By definition, $R g_{m}$ converges pointwise to $R f$. For each fixed $m, h_{n}=\min \left(f_{n}, g_{m}\right)$ defines an increasing sequence in $L^{+}(\mathcal{T}) \cap L_{\tau}^{1}$ that converges pointwise to $g_{m}$ so $R h_{n}$ converges pointwise to $R g_{m}$. For each $n, h_{n} \leq f_{n}$ so $R h_{n} \leq R f_{n} \leq \lim _{n \rightarrow \infty} f_{n}$. It follows that $R g_{m} \leq \lim _{n \rightarrow \infty} R f_{n}$. Letting $m \rightarrow \infty$, we get

$$
R f=\lim _{m \rightarrow \infty} R g_{m} \leq \lim _{n \rightarrow \infty} R f_{n} \leq R f
$$

For (d) suppose $f, g \in L^{+}(\mathcal{T})$ and $\alpha \in[0, \infty)$. Let $\left(f_{n}\right)$ and $\left(g_{n}\right)$ be increasing sequences in $L^{+}(\mathcal{T}) \cap L_{\tau}^{1}$ that converge pointwise to $f$ and $g$ respectively. Then $\left(\alpha f_{n}\right)$ and $\left(f_{n}+g_{n}\right)$ are increasing sequences in $L^{+}(\mathcal{T}) \cap L_{\tau}^{1}$ that converge pointwise to $\alpha f$ and $f+g$ respectively. Since $R$ is linear on $L_{\tau}^{1}, R(\alpha f)=\lim _{n \rightarrow \infty} R\left(\alpha f_{n}\right)=$ $\alpha \lim _{n \rightarrow \infty} R\left(f_{n}\right)=\alpha R f$ and $R(f+g)=\lim _{n \rightarrow \infty} R\left(f_{n}+g_{n}\right)=\lim _{n \rightarrow \infty} R\left(f_{n}\right)+$ $R\left(g_{n}\right)=R f+R g$.

In this case, (e) is trivial, (f) is a consequence of the Monotone Convergence Theorem and (g) and (h) are unchanged.

Extension to the vector space. Next we define $R$ on $V$. For each $f \in V$, define $R f$ to be $R f^{+}-R f^{-}$, where $f^{+}=(|f|+f) / 2$ and $f^{-}=(|f|-f) / 2$ as usual. Linearity of the original $R$ implies that this $R$ agrees with the original $R$ whenever both are defined.

Since $f$ is integrable on $r(A)$ for each $A \in \mathcal{A}$, both $f^{+}$and $f^{-}$are integrable on each $r(A)$. But $f^{+}, f^{-} \in L_{\tau}^{+}$so (f) implies that $R f^{+}$and $R f^{-}$are finite $\rho$-a.e. on each $A \in \mathcal{A}$. The core $\mathcal{A}$ is assumed to be $\sigma$-bounded so $R f^{+}$and $R f^{-}$are finite $\rho$-a.e. on $\cup \mathcal{A}$. By (a) $R f^{+}$and $R f^{-}$are zero off $\cup \mathcal{A}$ so the difference $R f^{+}-R f^{-}$ is defined $\rho$-a.e. on $P$.

Taking differences preserves (a) so it remains valid on $V$; (b) and (c) involve only nonnegative functions; and (d) is readily extended from $L^{+}(\mathcal{T})$ to $V$ by applying $R$ to the identities,

$$
\begin{aligned}
(\alpha f)^{+}+\alpha f^{-} & =(\alpha f)^{-}+\alpha f^{+} \quad \text { for } \alpha \geq 0, \\
(\alpha f)^{+}+(-\alpha) f^{+} & =(\alpha f)^{-}+(-\alpha) f^{-} \quad \text { for } \alpha<0, \\
(f+g)^{+}+f^{-}+g^{-} & =(f+g)^{-}+f^{+}+g^{+} .
\end{aligned}
$$

For (e)

$$
|R f|=\left|R f^{+}-R f^{-}\right| \leq R f^{+}+R f^{-}=R\left(f^{+}+f^{-}\right)=R|f| .
$$

The definition of $V$ and linearity of the integral gives (f). Again, (g) and (h) are unchanged.

The last two properties. Now we turn our attention to (i) and (j). If $c=1$ and $A \in \mathcal{A}$, taking $f=\chi_{r(A)}$ in (f), (g) and (h) give

$$
\int_{A} R \chi_{r(A)} d \rho=\tau(r(A)), \quad \int_{P} R \chi_{r(A)} d \rho \leq \tau(r(A)), \quad \text { and } \quad R \chi_{r(A)} \leq 1
$$

Since $\tau(r(A))<\infty$, it follows that $R \chi_{r(A)} \leq \chi_{A} \rho$-a.e. But $\int_{P} \chi_{A}-R \chi_{r(A)} d \rho=$ $\rho(A)-\tau(r(A))=0$, which implies (i).

For (j) suppose $c=1$ and $\rho(A)=\tau(r(A))$ for all $A \in \mathcal{A}$. First suppose $f \in L^{+}(\mathcal{T})$ is bounded above. By (h) $R f$ is also bounded above. Fix a $B \in \mathcal{A}$. Then $\rho(B)<\infty$ and for every $E \in \mathcal{T}$, (b) and (h) show that $R\left(f \chi_{E}\right) \leq R f$ and $R \chi_{E} \leq 1$. These observations, combined with (d) and (c) show that the maps

$$
\eta(E)=\int_{B} R f R \chi_{E} d \rho \quad \text { and } \quad \zeta(E)=\int_{B} R\left(f \chi_{E}\right) d \rho
$$

define finite measures on the measurable space $(T, \mathcal{T})$. If $E=r(A)$ for some $A \in \mathcal{A}$, and we let $C$ denote the smaller of $A$ and $B$, then $r(C)$ is the smaller of $r(A)$ and $r(B)$ so, using (i) and (f), we get

$$
\eta(r(A))=\int_{B} R f R \chi_{r(A)} d \rho=\int_{B}(R f) \chi_{A} d \rho=\int_{C} R f d \rho
$$

and

$$
\zeta(r(A))=\int_{B} R\left(f \chi_{r(A)}\right) d \rho=\int_{r(B) \backslash r(\emptyset)} f \chi_{r(A)} d \tau=\int_{r(C) \backslash r(\emptyset)} f d \tau=\int_{C} R f d \rho
$$

Thus, $\eta(r(A))=\zeta(r(A))$ for all $A \in \mathcal{A}$. Taking differences, we see that the measures $\eta$ and $\zeta$ coincide on the semiring $\left\{r\left(A_{1}\right) \backslash r\left(A_{2}\right): A_{1}, A_{2} \in \mathcal{A}\right\}$, see Lemma 4.3 of 23]. They therefore coincide on the $\sigma$-ring generated by the semiring, see 17, Corollary 14 on page 357], which is $\sigma(r(\mathcal{A}))$. So for each $E \in \sigma(r(\mathcal{A}))$,

$$
\int_{B} R f R \chi_{E} d \rho=\int_{B} R\left(f \chi_{E}\right) d \rho
$$

By (a) $R f, R \chi_{E}$, and $R\left(f \chi_{E}\right)$ are $\sigma(\mathcal{A})$-measurable on $\cup \mathcal{A}$ and zero off $\cup \mathcal{A}$. It follows that

$$
R\left(f \chi_{E}\right)=R f R \chi_{E}
$$

$\rho$-a.e
If $g \in L^{+}(r(\mathcal{A}))$, it can be expressed as the pointwise limit of an increasing sequence of finite linear combinations, with positive coefficients, of characteristic functions of sets in $\sigma(r(\mathcal{A}))$. So, by (d) and (c), $R(f g)=R f R g$.

Each $f \in L^{+}(\mathcal{T})$ can be expressed as in increasing sequence of bounded functions in $L^{+}(\mathcal{T})$ so one more application of (c) completes the proof.

## 4. Core Decreasing Functions

Let $(U, \Sigma, \mu)$ be a $\sigma$-finite measure space and let $A$ be an ordered core.
Many different ordered cores may give rise to the same order on elements and generate the same $\sigma$-ring. For our purposes, it will be convenient to enrich our ordered core $\mathcal{A}$ by adding in as many additional sets as we can while ensuring that neither the order $\leq_{\mathcal{A}}$ nor the $\sigma$-ring $\sigma(\mathcal{A})$ is altered. This is done in Theorem 4.2, below. First we show that these additional sets can be characterized in three different ways.
Lemma 4.1. Suppose $M \in \sigma(\mathcal{A})$ and $\mu(M)<\infty$. The following are equivalent:
(a) There is a countable subset $\mathcal{C}$ of $\mathcal{A}$ such that $M=\cup \mathcal{C}$ or $M=\cap \mathcal{C}$;
(b) There is a subset $\mathcal{C}$ of $\mathcal{A}$ such that $M=\cup \mathcal{C}$ or $M=\cap \mathcal{C}$;
(c) For all $u, v \in U$, if $v \in M$ and $u \leq_{\mathcal{A}} v$, then $u \in M$.

In the above, if $\mathcal{C}=\emptyset$ we take $\cup \mathcal{C}=\emptyset$ and $\cap \mathcal{C}=\cup \mathcal{A}$.
Proof. If (a) holds then so does (b). Next suppose that (b) holds for a subset $\mathcal{C}$, that $v \in \bar{M}$ and that $u \leq_{\mathcal{A}} v$. We show that $u \in M$ in two cases: If $M=\cup \mathcal{C}$, then for some $A \in \mathcal{C}, v \in A$ and hence $u \in A$. Thus $u \in M$. If $M=\cap \mathcal{C}$, then for all $A \in \mathcal{C}, v \in A$ and hence $u \in A$. Thus $u \in M$. This proves (c).

Finally, we suppose that (c) holds. First observe that $\mathcal{A} \cup\{M\}$ remains totally ordered: If $A \in \mathcal{A}$ and $M \nsubseteq A$, choose $v \in M \backslash A$. If $u \in A$, then $v \not \leq_{\mathcal{A}} u$ so $u \leq_{\mathcal{A}} v$ and we have $u \in M$. Thus $A \subseteq M$.

Since $M \in \sigma(\mathcal{A})$ we may choose a countable subset $\mathcal{A}_{0}$ of $\mathcal{A}$ such that $M \in \sigma\left(\mathcal{A}_{0}\right)$. (This is 7 , Theorem D on page 21], but readily follows from the observation that the union of all $\sigma$-rings generated by countable subsets of $\mathcal{A}$ is itself a $\sigma$-ring.) Now let $U_{0}=\cup \mathcal{A}_{0}$,

$$
\mathcal{L}=\left\{L \in \mathcal{A}_{0}: L \subseteq M\right\}, \quad \mathcal{N}=\left\{N \in \mathcal{A}_{0}: M \subseteq N\right\}, \quad C=(\cap \mathcal{N}) \backslash(\cup \mathcal{L})
$$

and

$$
\mathcal{K}=\left\{A \in \sigma\left(\mathcal{A}_{0}\right): C \subseteq U_{0} \backslash A \text { or } C \subseteq A\right\}
$$

Since $\mathcal{A}_{0} \cup\{M\}$ is totally ordered, $\mathcal{A}_{0}=\mathcal{L} \cup \mathcal{N}$. If $L \in \mathcal{L}, C \subseteq U_{0} \backslash L$. If $N \in \mathcal{N}$, then $C \subseteq N$. Therefore, $\mathcal{A}_{0} \subseteq \mathcal{K}$. To see that $\sigma\left(A_{0}\right) \subseteq \mathcal{K}$ it is enough to show that $\mathcal{K}$ is a $\sigma$-algebra of subsets of $U_{0}$. Clearly, $\emptyset \in \mathcal{K}, U_{0} \in \mathcal{K}$, and $\mathcal{K}$ is closed under complementation. If $A_{n} \in \mathcal{K}$ for $n=1,2, \ldots$, then either $C \subseteq A_{n}$ for all $n$ or $C \subseteq U_{0} \backslash A_{n}$ for some $n$. In the first case $C \subseteq \cap_{n} A_{n}$ and in the second case $C \subseteq \cup_{n}\left(U_{0} \backslash A_{n}\right)=U_{0} \backslash \cap_{n} A_{n}$. Thus $\mathcal{K}$ is closed under countable intersections. This shows that $\mathcal{K}$ is a $\sigma$-algebra. But $M \in \sigma(\mathcal{A})$, so $M \in \mathcal{K}$. It follows that $C \subseteq U_{0} \backslash M$ or $C \subseteq M$ so either $M=\cup \mathcal{L}$ or $M=\cap \mathcal{N}$. Since both $\mathcal{L}$ and $\mathcal{N}$ are countable subsets of $\mathcal{A}$, this establishes (a) and completes the proof.

Now we are ready to produce the enriched core. Although the image of $\mathcal{A}$ under $\mu$, i.e. $\mu(\mathcal{A}) \equiv\{\mu(A): A \in \mathcal{A}\}$, may not be a closed subset of $[0, \infty)$, the image of the enriched core always is.
Theorem 4.2. Let $\mathcal{M}$ be the collection of all $M \in \sigma(\mathcal{A})$, of finite measure, for which one, and hence all, of (a), (b), and (c) of Lemma 4.1 holds. Then $\mathcal{M}$ is an ordered core of $U, \mathcal{A} \subseteq \mathcal{M}, \sigma(\mathcal{M})=\sigma(\mathcal{A})$, and the relations $\leq_{\mathcal{M}}$ and $\leq_{\mathcal{A}}$ coincide. If $\mathcal{A}$ is $\sigma$-bounded, so is $\mathcal{M}$. If $\mathcal{A}$ is full, so is $\mathcal{M}$. In addition, $\mathcal{M}$ is closed under (nonempty) countable intersections and under countable unions provided the result has finite measure. Finally, $\mu(\mathcal{M})$ is the closure in $[0, \infty)$ of $\mu(\mathcal{A})$.

Proof. It is immediate that $\mathcal{A} \subseteq \mathcal{M}$ so $\emptyset \in \mathcal{M}$ and $\sigma(\mathcal{A}) \subseteq \sigma(\mathcal{M})$. The reverse inclusion holds by the definition of $\mathcal{M}$. Since every element of $\sigma(\mathcal{A})$ is a subset of $\cup \mathcal{A}, \cup \mathcal{M}=\cup \mathcal{A}$. Thus, if $\mathcal{A}$ is $\sigma$-bounded, so is $\mathcal{M}$ and if $\mathcal{A}$ is full, so is $\mathcal{M}$.

Suppose $M, N \in \mathcal{M}$ such that $N \nsubseteq M$ and choose $v \in N \backslash M$. If $u \in M$ then (c) implies $v \not \leq_{\mathcal{A}} u$. Thus $u \leq_{\mathcal{A}} v$ and we conclude that $u \in N$. This shows $M \subseteq N$ so $\mathcal{M}$ is totally ordered. Therefore, $\mathcal{M}$ is an ordered core of $U$.

Since $\mathcal{A} \subseteq \mathcal{M}, u \leq_{\mathcal{A}} v$ holds whenever $u \leq_{\mathcal{M}} v$ does. On the other hand, if $u \leq_{\mathcal{A}} v$ holds and $M \in \mathcal{M}$ with $v \in M$, then (c) shows that $u \in M$. So $u \leq_{\mathcal{M}} v$ holds. Thus the relations $\leq_{\mathcal{M}}$ and $\leq_{\mathcal{A}}$ coincide.

Let $M_{n} \in \mathcal{M}$ for all $n$. If $M=\cap_{n} M_{n}$, then $M \in \sigma(\mathcal{A})$ and $\mu(M)<\infty$. If $v \in M$ and $u \leq_{\mathcal{A}} v$, then $v \in M_{n}$ for all $n$ so $u \in M_{n}$ for all $n$ and therefore $u \in M$. Thus $M \in \mathcal{M}$. If $M=\cup_{n} M_{n}$, then $M \in \sigma(\mathcal{A})$. If $v \in M$ and $u \leq_{\mathcal{A}} v$, then $v \in M_{n}$ for some $n$ so $u \in M_{n}$ for some $n$ and therefore $u \in M$. Thus $M \in \mathcal{M}$ provided $\mu(M)<\infty$.

It remains to show that $\mu(\mathcal{M})$ is the closure of $\mu(\mathcal{A})$ in $[0, \infty)$. First suppose that $x$ is in the closure of $\mu(A)$. If $x \in \mu(\mathcal{A})$ then $x \in \mu(\mathcal{M})$ because $\mathcal{A} \subseteq \mathcal{M}$. If $x \notin \mu(\mathcal{A})$ then $x$ can be expressed as the limit of a sequence $\left(x_{n}\right)$ in $\mu(\mathcal{A})$ that is either strictly increasing or strictly decreasing. For each $n$ choose $A_{n} \in \mathcal{A}$ such that $x_{n}=\mu\left(A_{n}\right)$. If $x_{n}$ is strictly increasing, the total ordering of $\mathcal{A}$ ensures that $A_{1} \subseteq$ $A_{2} \subseteq \ldots$ so $x=\lim _{n \rightarrow \infty} \mu\left(A_{n}\right)=\mu\left(\cup_{n} A_{n}\right) \in \mu(\mathcal{M})$. If $x_{n}$ is strictly decreasing, the total ordering of $\mathcal{A}$ ensures that $A_{1} \supseteq A_{2} \supseteq \ldots$ and, since $\mu\left(A_{1}\right)<\infty$, we get $x=\lim _{n \rightarrow \infty} \mu\left(A_{n}\right)=\mu\left(\cap_{n} A_{n}\right) \in \mu(\mathcal{M})$.

Conversely, suppose $x \in \mu(\mathcal{M})$. Then $x=\mu(M)$ for some $M \in \mathcal{M}$. By (a), we may choose $A_{1}, A_{2}, \cdots \in \mathcal{A}$ such that either $M=\cup_{n} A_{n}$ or $M=\cap_{n} A_{n}$. Since $\mathcal{A}$ is totally ordered it is trivially closed under finite unions and finite intersections. Thus, $x=\lim _{n \rightarrow \infty} \mu\left(A_{1} \cup \cdots \cup A_{n}\right)$ or $x=\lim _{n \rightarrow \infty} \mu\left(A_{1} \cap \cdots \cap A_{n}\right)$. Each of these limits is in the closure of $\mu(\mathcal{A})$. This completes the proof.

We can characterize the collection $L^{\downarrow}(\mathcal{A})=L^{\downarrow}(\mathcal{M})$ as increasing limits of simple functions based on sets in the enriched core $\mathcal{M}$ just constructed.

Lemma 4.3. Suppose $\mathcal{A}$ is $\sigma$-bounded. Let $f: U \rightarrow[0, \infty)$. Then $f \in L^{\downarrow}(\mathcal{A})$ if and only if $f$ is the pointwise limit of an increasing sequence of functions of the form

$$
\sum_{k=1}^{K} \alpha_{k} \chi_{M_{k}}
$$

where $\alpha_{k}>0$ and $M_{k} \in \mathcal{M}$ for each $k$.
Proof. If $M \in \mathcal{M}$, then $M \in \sigma(\mathcal{M})=\sigma(\mathcal{A})$ so $\chi_{M} \in L^{+}(\mathcal{A})$. To see that $\chi_{M}$ is core decreasing, let $u \leq v$. If $v \notin M, \chi_{M}(v) \leq \chi_{M}(u)$ holds trivially and if $v \in M$ then Lemma 4.1||(c) shows $u \in M$ so again $\chi_{M}(v) \leq \chi_{M}(u)$.

It is routine to verify that $L^{\downarrow}(\mathcal{A})$ is closed under the formation of finite linear combinations with positive coefficients and also under limits of increasing sequences whose limits are finite $\mu$-a.e. Thus, if $f$ is the pointwise limit of an increasing sequence of functions of the specified form, then $f \in L^{\downarrow}(\mathcal{A})$.

For the converse, suppose $f \in L^{\downarrow}(\mathcal{A})$ and apply the $\sigma$-boundedness of $\mathcal{A}$ to choose an increasing sequence $A_{n} \in \mathcal{A}$ such that $\cup_{n} A_{n}=\cup \mathcal{A}$. For each integer $n>0$, set

$$
M_{n, k}=\left\{u \in A_{n}: f(u) \geq k 2^{-n}\right\}, \quad k=1,2, \ldots, n 2^{n}
$$

Since $f$ is $\sigma(\mathcal{A})$-measurable, $M_{n, k} \in \sigma(\mathcal{A})$. It has finite $\mu$-measure because $A_{n}$ does, and it satisfies 4.1|(c) because $f$ is core decreasing. Thus, $M_{n, k} \in \mathcal{M}$. Define $f_{n}$ by

$$
f_{n}(u)=\sum_{k=1}^{n 2^{n}} 2^{-n} \chi_{M_{n, k}}(u)=2^{-n}\left\lfloor 2^{n} \min (f(u), n)\right\rfloor \chi_{A_{n}}(u)
$$

where $\lfloor y\rfloor$ is the greatest integer less than or equal to $y$. To see that the two expressions are equal, suppose the right-hand side evaluates to $k_{0} 2^{-n}>0$. Then $u \in A_{n}$ and $k_{0} \leq n 2^{n}$. Also, $u \in M_{n, k}$ if and only if $k=1,2, \ldots, k_{0}$. So the left-hand side also evaluates to $k_{0} 2^{-n}$.

The first expression shows that each $f_{n}$ is of the desired form. The second shows that $f_{n}$ increases pointwise to $f$ : Fix $u \in U$. The inequality $2\lfloor y\rfloor \leq\lfloor 2 y\rfloor, y \geq 0$, shows that $f_{n}(u) \leq f_{n+1}(u)$ and the inequality $\lfloor y\rfloor \leq y<\lfloor y\rfloor+1$ shows that $f_{n}(u) \leq f(u)<f_{n}(u)+2^{-n}$ for sufficiently large $n$.

We record a simple consequence of the previous lemma for future reference.
Corollary 4.4. Let $f, h \in L^{+}(\Sigma)$ and $g \in L^{\downarrow}(\mathcal{A})$. If $\int_{M} f d \mu \leq \int_{M} h d \mu$ for all $M \in \mathcal{M}$, then $\int_{U} f g d \mu \leq \int_{U} h g d \mu$.

## 5. Examples

Using subsets of the $\sigma$-algebra to carry the order in a measure space gives a great deal of flexibility when recognizing a class of functions that behave like a class of decreasing functions. Here we offer a variety of examples.

To begin, we give an ordered core of Borel subsets of $\mathbb{R}$ that give rise to the usual order there. So any results proved for general ordered cores apply to the known cases.

Example 5.1. Let $\mu$ be a Borel measure on $\mathbb{R}$ such that $\mu((-\infty, x])<\infty$ for each $x \in \mathbb{R}$. Take $\mathcal{A}=\{\emptyset\} \cup\{(-\infty, x]: x \in \mathbb{R}\}$. Then $\mathcal{A}$ is a full ordered core, $\sigma(\mathcal{A})$ is the Borel $\sigma$-algebra, $x \leq_{\mathcal{A}} y$ is the usual order on $\mathbb{R}$, and the core decreasing functions are just the usual nonnegative, nonincreasing functions. The enriched core is $\mathcal{M}=\{\emptyset\} \cup\{(-\infty, x),(-\infty, x]: x \in \mathbb{R}\}$.

In $\mathbb{R}^{n}$ we introduce a notion of order built on balls centred at zero, with radii in a fixed closed set.

Example 5.2. Let $U=\mathbb{R}^{n}$ with Lebesgue measure, fix a subset $S$ of $[0, \infty)$, let $B_{s}$ be the open ball of radius $s$ centred at zero, and take $\mathcal{A}=\{\emptyset\} \cup\left\{B_{s}: s \in S\right\}$. Then $\mathcal{A}$ is a $\sigma$-bounded ordered core, it is full if and only if $S$ is unbounded, $u \leq_{\mathcal{A}} v$ if and only if $(|v|,|u|] \cap S=\emptyset$, and core decreasing functions are nonnegative, radially decreasing functions that are constant on annuli corresponding to components of the complement of $S$.

In a metric space, the functions that decrease as their distance from a fixed subset increases behave like a class of decreasing functions. The structure of the class varies considerably with the choice of the fixed subset.

Example 5.3. Let $\mu$ be a finite Borel measure on a metric space $U$. Fix a nonempty subset $U_{0}$ and take $\mathcal{A}=\left\{\emptyset, U_{0}\right\} \cup\left\{\left\{u \in U: \operatorname{dist}\left(u, U_{0}\right)<s\right\}, s>0\right\}$. Then $\mathcal{A}$ is a full ordered core and $u \leq_{\mathcal{A}} v$ depends heavily on the choice $U_{0}$. Core decreasing functions are those that decrease as the distance to $U_{0}$ increases, they will be constant on sets of fixed distance to $U_{0}$. Interesting choices include taking $U_{0}$ be to be $(-1,1)$ on the $x$-axis when $U$ is the unit sphere in $\mathbb{R}^{2} ;$ taking $U_{0}=\mathbb{Z}^{n}$ when $U=\mathbb{R}^{n}$ with a finite measure; taking $U_{0}$ to be the boundary when $U$ is a Riemannian manifold with boundary.

The next example is really two examples. Both are based on the $\sigma$-algebra of countable and co-countable sets. Both use the total order on ordinals to give an order on elements of the set. But the choice of ordered core introduces a "phantom point" by including an uncountable totally ordered set that accumulates from both sides even though there is no point in the set to accumulate to. These examples
show that order carried on sets can differ substantially from order carried on points and that the class of core decreasing functions can behave quite unlike typical decreasing functions.

Example 5.4. If $S$ is a set, let $\sigma_{c c}(S)$ be the $\sigma$-algebra of countable subsets of $S$ together with their complements.

Let $U$ and $V$ be disjoint copies of $\omega_{1}$, the uncountable collection of all countable ordinals ordered by inclusion. Their smallest elements will be denoted $0_{U}$ and $0_{V}$, respectively. We will work in the disjoint union $U \dot{\cup} V$ and express subsets as $E \dot{\cup} F$, where $E \subseteq U, F \subseteq V$. Let

$$
\Sigma_{0}=\sigma_{c c}(U \dot{\cup} V) \quad \text { and } \quad \Sigma_{1}=\left\{E \dot{\cup} F: E \in \sigma_{c c}(U), F \in \sigma_{c c}(V)\right\}
$$

Both are $\sigma$-algebras over $U \dot{\cup} V$ and $\Sigma_{0} \subseteq \Sigma_{1}$. Define $\mu_{1}$ on $\Sigma_{1}$ by setting

$$
\mu_{1}(E \dot{\cup} F)=\delta_{0_{U}}(E \dot{\cup} F)+\delta_{0_{V}}(E \dot{\cup} F)+ \begin{cases}0, & E, F \text { countable } \\ 1, & U \backslash E, F \text { countable; } \\ 2, & E, V \backslash F \text { countable } \\ 3, & U \backslash E, V \backslash F \text { countable }\end{cases}
$$

and letting $\mu_{0}$ be the restriction of $\mu_{1}$ to $\Sigma_{0}$. (Here $\delta_{0_{U}}$ and $\delta_{0_{U}}$ are Dirac measures at $U_{0}$ and $V_{0}$, respectively.) Then $\mu_{0}$ and $\mu_{1}$ are finite, complete measures on $\Sigma_{0}$ and $\Sigma_{1}$, respectively. Note that $\mu_{0}$ and $\mu_{1}$ have the same null sets, namely, the countable subsets of $U \dot{\cup} V$ that don't include $0_{U}$ or $0_{V}$.

We introduce an ordered core that preserves the order on $U$, reverses the order on $V$, and makes every element of $U$ less than every element of $V$. For each $x \in U$ and $y \in V$, set $U_{x}=\{u \in U: u \prec x\}$ and $V_{y}=\{v \in V: v \prec y\}$. Here "々" is the strict order on ordinals. (Technically, $U_{x}=x, V_{y}=y$, and " $\prec$ " is just " $\subsetneq$ "; the redundant notation is introduced to avoid confusion due to the definition of ordinals as sets of previous ordinals.) Note that both $U_{x}$ and $V_{y}$ are countable. Set

$$
\mathcal{A}=\left\{U_{x} \dot{\cup} \emptyset: x \in U\right\} \cup\left\{U \dot{\cup}\left(V \backslash V_{y}\right): y \in V\right\}
$$

Then $\mathcal{A}$ is an ordered core of both $\left(U \dot{\cup} V, \Sigma_{0}, \mu_{0}\right)$ and $\left(U \dot{\cup} V, \Sigma_{1}, \mu_{1}\right)$. Note that $U \dot{\cup} V \in \mathcal{A}$ so $\mathcal{A}$ is trivially a full ordered core. Clearly, $\sigma(\mathcal{A})=\Sigma_{0}$.

- The function $f=\chi_{U ن ் \emptyset}$ is decreasing relative to $\mathcal{A}$. But $f$ is not $\Sigma_{0}$-measurable, so it is not core decreasing. So on $\left(U \dot{\cup} V, \Sigma_{0}, \mu_{0}\right)$ with core $\mathcal{A}$ there is a nonmeasurable, decreasing function.
- The same function $f$ is $\Sigma_{1}$-measurable, but no function that agrees with $f \mu_{1}$ a.e. is $\Sigma_{0}$-measurable. So on $\left(U \dot{\cup} V, \Sigma_{1}, \mu_{1}\right)$ with core $\mathcal{A}$ there is a measurable, decreasing function that is not $\sigma(\mathcal{A})$-measurable.
Let $g=1-\chi_{\left\{0_{V}\right\}}$. Then $g$ is core decreasing in both measure spaces. For each $w \in U \dot{\cup} V$, let $G(w)$ be the essential supremum of $g$ on $W=\left\{\bar{w} \in U \dot{\cup} V: w \leq_{\mathcal{A}} \bar{w}\right\}$. (Since $\mu_{0}$ and $\mu_{1}$ have the same null sets, the definition of $G$ is the same for both.) If $w \in U$, then $g$ takes the value 1 on the co-countable set $\left(U \backslash U_{w}\right) \dot{\cup}\left(V \backslash\left\{0_{V}\right\}\right)$, which has positive $\mu_{0}$-measure and is contained in $W$. Thus $G(w)=1$. If $w \in V$, then $W=\emptyset \dot{\cup}\left(\{w\} \cup V_{w}\right)$, a countable set. The value of $g$ is 1 on $W \backslash\left\{0_{V}\right\}$, which has measure zero, and 0 on $\left\{0_{V}\right\}$, which has measure 1. Thus $G(w)=0$ and we have $G=f$. Note that on the $\emptyset \dot{\cup}\left(V \backslash\left\{0_{V}\right\}\right)$, a set of positive $\mu_{1}$-measure, $f=0$ and $g=1$.
- So the essential supremum construction analogous to the one used to define the least decreasing majorant in Section 2.3, when applied to the core decreasing function $g$, produces the $\mu_{0}$-nonmeasurable function $f$. The function $f$ is $\mu_{1^{-}}$ measurable, but it is not core decreasing and it is not a majorant of $g$.
See Lemma 7.6 for a different approach to proving the existence of a least core decreasing majorant.

In the previous examples, the core has been based on the structure of the underlying measure space. Here is an example, on a general measure space, where the ordered core is defined in terms of a single fixed function. Building an ordered core in this way recovers the notion of "similarly ordered" functions and may be used to extend that notion into spaces of functions and interpolation of operators.

Example 5.5. Let $(U, \Sigma, \mu)$ be a $\sigma$-finite measure space and fix an integrable $g \in L^{+}(\Sigma)$. Set $\mathcal{A}=\{\emptyset\} \cup\{\{u \in U: g(u) \leq s\}: s \geq 0\}$. Then $u \leq_{\mathcal{A}} v$ means $g(u) \geq g(v)$ and $f \in L^{\downarrow}(\mathcal{A})$ means that $f$ is nonnegative and $f$ and $g$ are similarly ordered. Since $g$ is automatically core decreasing, we always have the $D$-type Hölder's inequality mentioned in the introduction.

## 6. A Tailored Measure on the Half Line

Let $(U, \Sigma, \mu)$ be a $\sigma$-finite measure space with a full ordered core $\mathcal{A}$ and let $\mathcal{M}$ be the enriched core of Theorem 4.2. We will use the results of Section 3 to establish a two-way relationship between functions on $U$ and functions on $[0, \infty)$. This will enable us to take advantage of the familiar order and known results for decreasing functions in that setting.

Let $\mathcal{B}=\{\emptyset\} \cup\{[0, x]: x \geq 0\}$. Then $\sigma(\mathcal{B})$ is the Borel $\sigma$-algebra. We will construct a measure $\lambda$ on $[0, \infty)$ such that $\lambda([0, x])<\infty$ for each $x>0$ and $\mathcal{B}$ is a full ordered core on $([0, \infty), \sigma(\mathcal{B}), \lambda)$. Clearly, $\leq_{\mathcal{B}}$ is the usual order on $[0, \infty)$.

Let $\Gamma$ be the closure in $[0, \infty)$ of $\mu(\mathcal{A})$. Then $\Gamma=\mu(\mathcal{M})$ by Theorem 4.2. Note that $0 \in \Gamma$. Let

$$
a(x)=\sup ([0, x] \cap \Gamma) \quad \text { and } \quad b(x)=\inf ([x, \infty) \cap \Gamma),
$$

where the infimum of the empty set is taken to be $\infty$. Evidently, $a$ and $b$ are nondecreasing on $[0, \infty), a(x) \leq x \leq b(x)$, and $a(x)=x=b(x)$ when $x \in \Gamma$. Also, if $x \notin \Gamma$ then $(a(x), b(x))$ is the connected component of the complement of $\Gamma$ that contains $x$. In particular, $b(x)=\infty$ if and only if $x>\sup \Gamma$. Let $\lambda$ denote the Lebesgue-Stieltjes measure associated to the nondecreasing function $b^{-1}$, the generalized inverse of $b$. If $\varphi \in L^{+}(\mathcal{B})$, then

$$
\begin{equation*}
\int_{[0, \infty)} \varphi d \lambda=\int_{0}^{\sup \Gamma} \varphi(b(x)) d x=\int_{\Gamma} \varphi(x) d x+\sum(b-a) \varphi(b) \tag{6.1}
\end{equation*}
$$

where the sum is taken over all bounded components $(a, b)$ of the complement of $\Gamma$.
Lemma 6.1. The measure $\lambda$ is $\sigma$-finite and supported on $\Gamma$. If $x \geq 0$, then $\lambda([0, x])=a(x) \in \Gamma$. In particular, $\lambda([0, x])=x$ if and only if $x \in \Gamma$ and $\mathcal{N}$ is a full ordered core on $([0, \infty), \mathcal{B}, \lambda)$.

Proof. For each $x \geq 0$ and each $z \leq \sup \Gamma, a(x), b(z) \in \Gamma$ so $b(z) \leq x$ if and only if $b(z) \leq a(x)$ if and only if $z \leq a(x)$. Therefore, $\chi_{[0, x]}(b(z))=\chi_{[0, a(x)]}(z)$ and we get

$$
\lambda([0, x])=\int_{[0, \infty)} \chi_{[0, x]} d \lambda=\int_{0}^{\sup \Gamma} \chi_{[0, x]} \circ b=\int_{0}^{\sup \Gamma} \chi_{[0, a(x)]}=a(x)
$$

which equals $x$ if and only if $x \in \Gamma$. It follows that $\lambda$ is $\sigma$-finite and $\mathcal{N}$ is a full ordered core. The third expression in (6.1) shows that $\lambda$ is supported on $\Gamma$.

Now we apply Theorem 3.1 twice to make connections in both direction between $\mu$-measurable functions on $U$ and $\lambda$-measurable functions on $[0, \infty)$.

Proposition 6.2. Let $V(\Sigma)$ be the vector space of all $f \in L(\Sigma)$ such that $f$ is $\mu$ integrable on $M$ for each $M \in \mathcal{M}$. Then there is a map $R$ defined on $L^{+}(\Sigma) \cup V(\Sigma)$ such that for all $f \in L^{+}(\Sigma) \cup V(\Sigma)$ :
(a) $R f \in L(\mathcal{B})$;
(b) if $f \in L^{+}(\Sigma)$ then $R f \in L^{+}(\mathcal{B})$;
(c) if $f_{n} \in L^{+}(\Sigma)$ for each $n$ and $f_{n} \uparrow f \mu$-a.e., then $R f_{n} \uparrow R f \lambda$-a.e.;
(d) $R$ is linear on $V(\Sigma)$ and it is additive and positive homogeneous on $L^{+}(\Sigma)$;
(e) $|R f| \leq R|f| \lambda$-a.e.;
(f) if $x \geq 0, M \in \mathcal{M}$, and $\mu(M)=\lambda([0, x])$, then

$$
\int_{[0, x]} R f d \lambda=\int_{M} f d \mu
$$

(g) if $f \in L_{\mu}^{1}$, then $R f \in L_{\lambda}^{1}$ and $\|R f\|_{L_{\lambda}^{1}} \leq\|f\|_{L_{\mu}^{1}}$;
(h) if $f \in L_{\mu}^{\infty}$, then $R f \in L_{\lambda}^{\infty}$ and $\|R f\|_{L_{\lambda}^{\infty}} \leq\|f\|_{L_{\mu}^{\infty}}$;
(i) if $M \in \mathcal{M}$, then $R \chi_{M}=\chi_{[0, \mu(M)]} \lambda$-a.e.
(j) if $f \in L^{+}(\Sigma)$ and $g \in L^{+}(\mathcal{A})$, then $R(f g)=R f R g \lambda$-a.e.

Proof. For each $x \in \Gamma$, choose $M_{x} \in \mathcal{M}$ such that $\mu\left(M_{x}\right)=x$. In Theorem 3.1, take $(P, \mathcal{P}, \rho)$ to be $([0, \infty), \sigma(\mathcal{B}), \lambda)$ with the core $\mathcal{B}$ and $(T, \mathcal{T}, \tau)$ to be $(U, \Sigma, \mu)$. The map $r: \mathcal{B} \rightarrow \Sigma$ is defined by $r(\emptyset)=\emptyset$ and $r([0, x])=M_{a(x)}$. Since $\mu(r(\emptyset))=0$ and $\mu(r([0, x]))=a(x)=\lambda([0, x])<\infty$, the map $r$ satisfies 3.1) with equality and with $c=1$.

Parts (a) (j) follow directly from the corresponding conclusion of Theorem 3.1. Only (f) and (i) require comment. A direct translation of Theorem 3.1)(f) taking $A=\emptyset$, would be (f) above, but with $M_{a(x)}$ in place of $M$. However, $\mu\left(M_{a(x)}\right)=$ $a(x)=\mu(M)$ so the total ordering of $\mathcal{M}$ implies that $M$ and $M_{a(x)}$ differ by a set of $\mu$-measure zero. The same issue arises in (i). where a direct translation of Theorem 3.1)(i) taking $A=[0, \mu(M)]$, gives $R \chi_{M_{a(\mu(M))}}=\chi_{[0, \mu(M)]} \lambda$-a.e. We may replace $M_{a(\mu(M))}$ by $M$ since the two differ by a set of $\mu$-measure zero.

Proposition 6.3. Let $V(\mathcal{B})$ be the vector space of $\varphi \in L(\mathcal{B})$ such that $\varphi$ is $\lambda$ integrable on $[0, x]$ for each $x \geq 0$. Then there is a map $Q$ defined on $L^{+}(\mathcal{B}) \cup V(\mathcal{B})$ such that for all $\varphi \in L^{+}(\mathcal{B}) \cup V(\mathcal{B})$ :
(a) $Q \varphi \in L(\mathcal{A})$;
(b) if $\varphi \in L^{+}(\mathcal{B})$ then $Q \varphi \in L^{+}(\mathcal{A})$;
(c) if $\varphi_{n} \in L^{+}(\mathcal{B})$ for each $n$ and $\varphi_{n} \uparrow \varphi \lambda$-a.e., then $Q \varphi_{n} \uparrow Q \varphi \mu$-a.e.;
(d) $Q$ is linear on $V(\mathcal{B})$ and it is additive and positive homogeneous on $L^{+}(\mathcal{B})$;
(e) $|Q \varphi| \leq Q|\varphi| \mu$-a.e.;
(f) for all $M \in \mathcal{M}$,

$$
\int_{M} Q \varphi d \mu=\int_{[0, \mu(M)]} \varphi d \lambda
$$

(g) if $\varphi \in L_{\lambda}^{1}$, then $Q \varphi \in L_{\mu}^{1}$ and $\|Q \varphi\|_{L_{\mu}^{1}} \leq\|\varphi\|_{L_{\lambda}^{1}}$;
(h) if $\varphi \in L_{\lambda}^{\infty}$, then $Q \varphi \in L_{\mu}^{\infty}$ and $\|Q \varphi\|_{L_{\mu}^{\infty}} \leq\|\varphi\|_{L_{\lambda}^{\infty}}$;
(i) if $M \in \mathcal{M}$, then $Q \chi_{[0, \mu(M)]}=\chi_{M} \mu$-a.e.
(j) if $\varphi \in L^{+}(\mathcal{B})$ and $\psi \in L^{+}(\mathcal{B})$, then $Q(\varphi \psi)=Q \varphi Q \psi \mu$-a.e.

Proof. In Theorem 3.1, take $(P, \mathcal{P}, \rho)$ to be $(U, \Sigma, \mu)$ with core $\mathcal{M}$ and $(T, \mathcal{T}, \tau)$ to be $([0, \infty), \sigma(\mathcal{B}), \lambda)$. Replace $r$ by the $\operatorname{map} q: \mathcal{M} \rightarrow \sigma(\mathcal{B})$, defined by $q(\emptyset)=\emptyset$ and $q(M)=[0, \mu(M)]$. Since $\lambda(q(\emptyset))=0$ and $\lambda(q(M))=a(\mu(M))=\mu(M)$ when $\emptyset \neq M \in \mathcal{M}$, the map $q$ satisfies (3.1) with equality and with $c=1$.

Parts (a) (j) follow directly from the corresponding conclusion of Theorem 3.1. Only (j) requires comment. Translating directly from Theorem 3.1)(j) we get the statement of (j) but only under the condition that $\psi$ be measurable in the $\sigma$ algebra generated by $\{[0, x]: x \in \Gamma\}$. This means that $\psi$ must be constant on every component of the complement of $\Gamma$. But $\lambda$ is supported on $\Gamma$ so every $\psi \in L(\mathcal{B})$ is equal $\lambda$-a.e. to one that is constant on every component of the complement of $\Gamma$.

The next result explores the close connections between the maps $R$ and $Q$.
Theorem 6.4. Let $V(\Sigma), V(\mathcal{B}), R$ and $Q$ be as in Propositions 6.2 and 6.3. Then:
(a) If $\varphi \in L^{+}(\mathcal{B}) \cup V(\mathcal{B})$, then $R Q \varphi=\varphi \lambda$-a.e.;
(b) If $f \in L^{+}(\mathcal{A}) \cup(L(\mathcal{A}) \cap V(\Sigma))$, then $Q R f=f \mu$-a.e.;
(c) If $f \in L^{+}(\Sigma), \varphi \in L^{+}(\mathcal{B})$ and $M \in \mathcal{M}$, then
$\int_{M} f(Q \varphi) d \mu=\int_{[0, \mu(M)]}(R f) \varphi d \lambda \quad$ and $\quad \int_{U} f(Q \varphi) d \mu=\int_{[0, \infty)}(R f) \varphi d \lambda ;$
(d) If $\varphi \in L^{\downarrow}(\mathcal{B})$, then $Q \varphi \in L^{\downarrow}(\mathcal{A})$ and $\varphi^{*}=(Q \varphi)^{*}$;
(e) If $f \in L^{\downarrow}(\mathcal{A})$, then $R f \in L^{\downarrow}(\mathcal{B})$ and $f^{*}=(R f)^{*}$;
(f) If $g \in L^{\downarrow}(\mathcal{A})$, then

$$
\begin{aligned}
&\left\{h \in L^{\downarrow}(\mathcal{A}): \int_{M} h d \mu \leq \int_{M} g d \mu \text { for all } M \in \mathcal{M}\right\} \\
&=\left\{Q \psi: \psi \in L^{\downarrow}(\mathcal{B}), \int_{[0, x]} \psi d \lambda \leq \int_{[0, x]} R g d \lambda \text { for all } x \geq 0\right\}
\end{aligned}
$$

Proof. Recall that if $x \in \Gamma, M_{x}$ is a element of $\mathcal{M}$ of measure $x$. As in the proofs of Propositions 6.2 and 6.3, let $r([0, x])=M_{a(x)}$ and $q(M)=[0, \mu(M)]$.

In view of Propositions 6.2(c) and 6.3)(c), it suffices to prove (a) for $\varphi \in V(\mathcal{B})$. In that case, we may apply Propositions 6.2(f) and 6.3)(f), to get, for all $x \geq 0$,

$$
\int_{[0, x]} R Q \varphi d \lambda=\int_{M_{a(x)}} Q \varphi d \mu=\int_{[0, a(x)]} \varphi d \lambda=\int_{[0, x]} \varphi d \lambda
$$

where the last equation relies on Lemma 6.1, which implies that $\lambda((a(x), x])=0$ when $a(x)<x$. Since $\varphi \in V(\mathcal{B})$, each of the above integrals converges. Since the sets $[0, x]$, for $x \geq 0$, generate $\sigma(\mathcal{B}), R Q \varphi=\varphi \lambda$-a.e.

The argument for (b) is somewhat similar. In view of Propositions 6.2(c) and $6.3)(\mathrm{c})$ it suffices to prove (b) for $f \in L(\mathcal{A}) \cap V(\Sigma)$. In that case, since $r([0, \mu(M)])=$
$M_{a(\mu(M))}=M_{\mu(M)}$, by the definition of $a$, we may apply Propositions 6.2(f) and $6.3 \mid(\mathrm{f})$, to get, for all $M \in \mathcal{M}$,

$$
\begin{equation*}
\int_{M} Q R f d \mu=\int_{[0, \mu(M)]} R f d \lambda=\int_{M_{\mu(M)}} f d \mu=\int_{M} f d \mu \tag{6.2}
\end{equation*}
$$

where the last equation relies on $\mu\left(M_{\mu(M)}\right)=\mu(M)$ and the total order on $\mathcal{M}$, which together imply that $M_{\mu(M)}$ and $M$ differ by a set of $\mu$-measure zero. Since $f \in V(\Sigma)$, each of the above integrals converges. Both $f$ and $Q R f$ are $\sigma(\mathcal{A})$ measurable and the set of $M \in \mathcal{M}$ generate $\sigma(\mathcal{A})$ so $Q R f=f \mu$-a.e.

To prove (c), let $f \in L^{+}(\mathcal{A}), \varphi \in L^{+}(\mathcal{B})$ and $M \in \mathcal{M}$. As we have seen, $M_{\mu(M)}$ and $M$ differ by a set of $\mu$-measure zero. Also, Proposition 6.3)(b) shows that $Q \varphi \in L^{+}(\mathcal{A})$ so, applying (f) and (j) of Proposition 6.2 followed by (a) above, we get

$$
\int_{M} f Q \varphi d \mu=\int_{[0, \mu(M)]} R(f Q \varphi) d \lambda=\int_{[0, \mu(M)]}(R f) R Q \varphi d \lambda=\int_{[0, \mu(M)]}(R f) \varphi d \lambda
$$

To get the second statement of (c), recall that $\mathcal{A}$ is a full ordered core so $U$ is the union of $A_{1} \subseteq A_{2} \subseteq \ldots$ with $A_{n} \in \mathcal{A} \subseteq \mathcal{M}$. For such a sequence $\left[0, \mu\left(A_{n}\right)\right]$ increases to $[0, \sup \Gamma]$ or to $[0, \infty)$. Since $\lambda$ is supported on $\Gamma$, the monotone convergence theorem implies

$$
\int_{U} f Q \varphi d \mu=\int_{[0, \infty)}(R f) \varphi d \lambda
$$

Proposition 2.1.7 of [2] shows that if $0 \leq \varphi_{n} \uparrow \varphi \lambda$-a.e., then $0 \leq \varphi_{n}^{*} \uparrow \varphi^{*}$. Every function in $L^{+}(\mathcal{B})$ is nonnegative and nonincreasing on $[0, \infty)$ so it can be expressed as the limit of functions of the form $\varphi=\sum_{k=1}^{K} \alpha_{k} \chi_{\left[0, x_{k}\right]}$ where $\alpha_{k}>0$ and $x_{k} \geq 0$ for $k=1, \ldots, K$. Therefore, it suffices to prove (d) for this simple function $\varphi$. Without loss of generality, assume $x_{1} \geq x_{2} \geq \cdots \geq x_{K} \geq x_{K+1}=0$. Since $\lambda((a(x), x])=0$ when $a(x)<x, \chi_{\left[0, x_{k}\right]}=\chi_{\left[0, a\left(x_{k}\right)\right]}=\chi_{\left[0, \mu\left(M_{a\left(x_{k}\right)}\right)\right]} \lambda$-a.e. for each $k=1, \ldots, K$. Since $Q$ is additive, Proposition 6.3)(i) shows that

$$
Q \varphi=\sum_{k=1}^{K} \alpha_{k} \chi_{M_{a\left(x_{k}\right)}}
$$

$\lambda$-a.e., which is in $L^{\downarrow}(\mathcal{A})$ by Lemma 4.3. Also, the only nonzero values taken by $\varphi$ and $Q \varphi$ are $\sum_{k=1}^{i} \alpha_{k}$, for $i=1, \ldots, K$ with $\varphi$ taking that value on the set $\left(x_{i+1}, x_{i}\right]$ and $Q \varphi$ taking that value on $M_{a\left(x_{i}\right)} \backslash M_{a\left(x_{i+1}\right)}$. Lemma 6.1 shows that $\mu\left(M_{a\left(x_{i}\right)}\right)=a\left(x_{i}\right)=\lambda\left(\left[0, x_{i}\right]\right)$ for each $i$, so we have $f^{*}=(R f)^{*}$.

In view of Lemma 4.3 and [2, Proposition 2.1.7], it suffices to prove (e) for functions of the form $f=\sum_{k=1}^{K} \alpha_{k} \chi_{M_{k}}$ where $\alpha_{k}>0$ and $M_{k} \in \mathcal{M}$ for $k=$ $1, \ldots, K$. Without loss of generality, assume $M_{1} \supseteq M_{2} \supseteq \cdots \supseteq M_{K} \supseteq M_{K+1}=\emptyset$. Since $R$ is additive, Proposition 6.2 (i) shows that $R f=\sum_{k=1}^{K} \alpha_{k} \chi_{\left[0, \mu\left(M_{k}\right)\right]} \lambda$-a.e., which is nonincreasing on $[0, \infty)$ and hence in $L^{\downarrow}(\mathcal{B})$. Also, the only nonzero values taken by $f$ and $R f$ are $\sum_{k=1}^{i} \alpha_{k}$, for $i=1, \ldots, K$ with $f$ taking that value on the set $M_{i} \backslash M_{i+1}$ and $R f$ taking that value on $\left[0, \mu\left(M_{i}\right)\right] \backslash\left[0, \mu\left(M_{i+1}\right)\right]$. Since $\mu\left(M_{i}\right)=\lambda\left(\left[0, \mu\left(M_{i}\right)\right]\right)$ for each $i$, it follows that $f^{*}=(R f)^{*}$.

Fix $g \in L^{\downarrow}(\mathcal{A})$. To show that the two sets in (f) are equal, we show each contains the other. Suppose $h \in L^{\downarrow}(\mathcal{A})$ satisfies $\int_{M} h d \mu \leq \int_{M} g d \mu$ for all $M \in \mathcal{M}$. Take
$\psi=R h$ and use (e) and (b) to get $\psi \in L^{\downarrow}(\mathcal{B})$ and $h=Q R h=Q \psi$. For $x \geq 0$, choose $M \in \mathcal{M}$ such that $\mu(M)=a(x)$ and apply Proposition 6.2 f f ) twice to get

$$
\int_{[0, x]} \psi d \lambda=\int_{[0, x]} R h d \lambda=\int_{M} h d \mu \leq \int_{M} g d \mu=\int_{[0, x]} R g d \lambda
$$

This proves " $\subseteq$ ".
For the reverse inclusion, suppose $\psi \in L^{\downarrow}(\mathcal{B})$ satisfies $\int_{[0, x]} \psi d \lambda \leq \int_{[0, x]} R g d \lambda$ for all $x \geq 0$ Take $h=Q \psi$ and use (d) to get $h \in L^{\downarrow}(\mathcal{A})$. For $M \in \mathcal{M}$, apply Proposition 6.3(f) and Proposition 6.2 (f) to get

$$
\int_{M} h d \mu=\int_{M} Q \psi d \mu=\int_{[0, \mu(M)]} \psi d \lambda \leq \int_{[0, \mu(M)]} R g d \lambda=\int_{M} g d \mu
$$

This proves " $\supseteq$ " and completes the proof of (f)

## 7. Spaces Defined by Core Decreasing Functions

To use the properties of decreasing functions as an effective tool of functional analysis, we need to relate them to Banach spaces and operators on Banach spaces. This was done for decreasing functions on $\mathbb{R}$ using the level function and least decreasing majorant constructions. In this section we define the down space of a Banach function space using a restricted duality approach and give analogues of these two constructions for core decreasing functions on a measure space.

Let $(U, \Sigma, \mu)$ be a $\sigma$-finite measure space with a full ordered core $\mathcal{A}$, let $M$ be the enriched core of Theorem 4.2, let $\lambda$ be the measure of Section 6, and let $R$ and $Q$ be the maps introduced in Propositions 6.2 and 6.3 . We assume that $\mathcal{A}$ is full to ensure that the spaces we define below will be Banach spaces. Since core decreasing functions vanish on $U \backslash \cup \mathcal{A}$, without fullness the spaces would be only semi-normed.

Let $X$ be a Banach function space over $U$ and assume that both $X$ and $X^{\prime}$ contain all characteristic functions of sets of finite measure. This assumption ensures that our spaces have plenty of core decreasing functions. It also ensures that $X^{\prime}$ is a normed, not just seminormed. Observe that every nontrivial u.r.i. space satisfies the assumption.

Definition 7.1. For a $\mu$-measurable function $f$, let

$$
\|f\|_{X \downarrow}=\sup \left\{\int_{U}|f| g d \mu: g \in X^{\prime} \cap L^{\downarrow}(\mathcal{A}),\|g\|_{X^{\prime}} \leq 1\right\}
$$

and $X \downarrow=\left\{f \in L_{\mu}:\|f\|_{X \downarrow}<\infty\right\}$. We call $X \downarrow$ the down space of $X$.
Definition 7.2. Let $f \in L(\Sigma)$. We say $f^{o} \in L^{\downarrow}(\mathcal{A})$ is a level function of $f$ if for all $g \in L^{\downarrow}(\mathcal{A})$,

$$
\int_{U} f^{o} g d \mu=\sup \left\{\int_{U}|f| h d \mu: h \in L^{\downarrow}(\mathcal{A}), \int_{A} h d \mu \leq \int_{A} g d \mu \text { for all } A \in \mathcal{A}\right\} .
$$

Let $X^{o}$ be the collection of $f \in L(\Sigma)$ such that $f$ has a level function in $X$.
Definition 7.3. Let $g \in L(\Sigma)$. We call $h$ a core decreasing majorant of $g$ if $h \in L^{\downarrow}(\mathcal{A})$ and $|g| \leq h \mu$-a.e. We call $\widetilde{g}$ a least core decreasing majorant of $g$ if it is a core decreasing majorant and for every core decreasing majorant $h, \widetilde{g} \leq h \mu$-a.e.

Let $\widetilde{X}$ be the collection of $g \in L(\Sigma)$ such that $g$ has a least core decreasing majorant in $X$.

It is evident that a least core decreasing majorant is unique up to equality $\mu$ a.e., provided it exists. We will prove existence in Lemma 7.6. The existence and uniqueness of level functions is discussed in Lemma 7.5 .

A level function, above, is defined in terms of the original ordered core $\mathcal{A}$, but, using Theorem 4.2 and Lemma 4.1)(a), it is easy to show that it would not change if defined in terms of the enriched core $M$. That is, for all $g \in L^{\downarrow}(\mathcal{A})$,

$$
\begin{equation*}
\int_{U} f^{o} g d \mu=\sup \left\{\int_{U}|f| h d \mu: h \in L^{\downarrow}(\mathcal{A}), \int_{M} h d \mu \leq \int_{M} g d \mu \text { for all } M \in \mathcal{M}\right\} \tag{7.1}
\end{equation*}
$$

Computation of the norms of "endpoint" down spaces will illustrate Definition 7.1. They will be key spaces in the interpolation theory of Section 8 .

Theorem 7.4. Let $f \in L(\Sigma)$ and $\varphi \in L(\mathcal{B})$. Then
(a) $L_{\mu}^{1} \downarrow=L_{\mu}^{1}$, with identical norms;
(b) $\|f\|_{L_{\mu}^{\infty} \downarrow}=\sup _{A \in \mathcal{A}} \frac{1}{\mu(A)} \int_{A}|f| d \mu=\sup _{M \in \mathcal{M}} \frac{1}{\mu(M)} \int_{M}|f| d \mu$;
(c) if $f \in L_{\mu}^{\infty} \downarrow$ then $R f \in L_{\lambda}^{\infty} \downarrow$ and $\|R f\|_{L_{\lambda}^{\infty} \downarrow} \leq\|f\|_{L_{\mu}^{\infty} \downarrow}$;
(d) if $\varphi \in L_{\lambda}^{\infty} \downarrow$ then $Q \varphi \in L_{\mu}^{\infty} \downarrow$ and $\|Q \varphi\|_{L_{\mu}^{\infty} \downarrow} \leq\|\varphi\|_{L_{\lambda}^{\infty} \downarrow}$.

Proof. First recall that $\left(L_{\mu}^{1}\right)^{\prime}=L_{\mu}^{\infty}$ and $\left(L_{\mu}^{\infty}\right)^{\prime}=L_{\mu}^{1}$.
If $\|g\|_{L_{\mu}^{\infty}} \leq 1$, then $\int_{U}|f| g d \mu \leq\|f\|_{L_{\mu}^{1}}$ so $\|f\|_{L_{\mu}^{1} \downarrow} \leq\|f\|_{L_{\mu}^{1}}$. On the other hand, taking $g$ to be the constant function 1, we have $g \in L^{\downarrow}(\mathcal{A})$ and $\|g\|_{L_{\mu}^{\infty}} \leq 1$, so $\|f\|_{L_{\mu}^{1}}=\int_{U}|f| g d \mu \leq\|f\|_{L_{\mu \downarrow}^{1} \downarrow}$. This proves (a).

Theorem 4.2 and Lemma 4.1)(a) show that the values of the two suprema in (b) coincide. Let $\nu$ be their common value. Fix $M \in \mathcal{M}$ with $\mu(M)>0$ and set $g=(1 / \mu(M)) \chi_{M}$. Then $\|g\|_{L_{\mu}^{1}} \leq 1, g \in L^{\downarrow}(\mathcal{A})$, and

$$
\frac{1}{\mu(M)} \int_{M}|f| d \mu=\int_{U}|f| g d \mu \leq\|f\|_{L_{\mu}^{\infty} \downarrow} .
$$

Take the supremum over all such $M$ to get $\nu \leq\|f\|_{L_{\mu}^{\infty} \downarrow}$. On the other hand, $\int_{M}|f| d \mu \leq \int_{M} \nu d \mu$ for all $M \in \mathcal{M}$. Corollary 4.4 shows that for all $g \in L^{\downarrow}(\mathcal{A})$,

$$
\int_{U}|f| g d \mu \leq \int_{U} \nu g d \mu=\nu\|g\|_{L_{\mu}^{1}}
$$

Take the supremum over all such $g$ with $\|g\|_{L_{\mu}^{1}} \leq 1$ to get $\|f\|_{L_{\mu}^{\infty} \downarrow} \leq \nu$. This proves (b).

If $f \in L_{\mu}^{\infty} \downarrow$, fix $x \geq 0$ with $\lambda([0, x])>0$, and, by Lemma 6.1, choose $M \in \mathcal{M}$ such that $\mu(M)=\lambda([0, x])$. By Proposition 6.2 parts (e) and (f),

$$
\frac{1}{\lambda([0, x])} \int_{[0, x]}|R f| d \lambda \leq \frac{1}{\lambda([0, x])} \int_{[0, x]} R|f| d \lambda=\frac{1}{\mu(M)} \int_{M}|f| d \mu \leq\|f\|_{L_{\mu}^{\infty} \downarrow}
$$

Take the supremum over such $x$ and use the expression for $\|\varphi\|_{L_{\lambda}^{\infty} \downarrow}$ given in Section 2.3 to get (c).

If $\varphi \in L_{\lambda}^{\infty} \downarrow$, fix $M \in \mathcal{M}$ with $\mu(M)>0$. By Lemma 6.1, $\lambda([0, \mu(M)])=\mu(M)$ so, by Proposition 6.3. parts (e) and (f).

$$
\frac{1}{\mu(M)} \int_{M}|Q \varphi| d \mu=\frac{1}{\mu(M)} \int_{M} Q|\varphi| d \mu=\frac{1}{\lambda([0, \mu(M)])} \int_{[0, \mu(M)]}|\varphi| d \lambda \leq\|\varphi\|_{L_{\lambda}^{\infty} \downarrow}
$$

Take the supremum over such $M$ to get (d).

Next we show that each $f \in L(\Sigma)$ has a level function, which is unique if $f$ is bounded. If $f$ has a level function which takes the value $\infty$ on a set of positive $\mu$-measure, then one easily verifies that the constant function $\infty$ is also a level function of $f$, so we can't expect that every $f$ has a unique level function. The next lemma shows there is a consistent choice of level function (effectively choosing the smallest one) that justifies referring to "the" level function of $f$ even when $f^{o}$ takes infinite values.

Lemma 7.5. There is a unique map $f \mapsto f^{o}$ from $L(\Sigma)$ to $L^{\downarrow}(\mathcal{A})$ such that $f^{o}$ is a level function of $f$ and if $0 \leq f_{n} \uparrow f \mu$-a.e., then $f_{n}^{o} \uparrow f^{o} \mu$-a.e.

Proof. Let $f \in L^{+}(\Sigma)$, let $(R f)^{o}$ be the level function from Section 2.3, and set $f^{o}=Q\left((R f)^{o}\right)$. Since $(R f)^{o} \in L^{\downarrow}(\mathcal{B})$, Theorem 6.4)(d) shows $f^{o} \in L^{\downarrow}(\mathcal{A})$. Now fix $g \in L^{\downarrow}(\mathcal{A})$. Theorem 6.4 (e) shows $R g \in L^{\downarrow}(\mathcal{B})$ and Theorem 6.4|(c) together with results of Section 2.3 show

$$
\begin{aligned}
\int_{U} f^{o} g d \mu & =\int_{[0, \infty)}(R f)^{o} R g d \lambda \\
& =\sup \left\{\int_{[0, \infty)}(R f) \psi d \lambda: \psi \in L^{\downarrow}(\mathcal{B}), \int_{[0, x]} \psi d \lambda \leq \int_{[0, x]} R g d \lambda \text { for } x \geq 0\right\}
\end{aligned}
$$

But $\int_{[0, \infty)}(R f) \psi d \lambda=\int_{U} f Q \psi d \mu$ by Theorem 6.4)(c), so in view of Theorem 6.4(f) we have

$$
\int_{U} f^{o} g d \mu=\sup \left\{\int_{U} f h d \mu: h \in L^{\downarrow}(\mathcal{A}), \int_{M} h d \mu \leq \int_{M} g d \mu \text { for all } M \in \mathcal{M}\right\} .
$$

By (7.1), $f^{o}$ is a level function of $f$. If $f \in L(\Sigma)$, set $f^{o}=(|f|)^{o}$. It is immediate that $f^{o}$ is a level function of $f$.

If $0 \leq f_{n} \uparrow f \mu$-a.e., then Proposition 6.2, parts (b) and (c) imply that $0 \leq$ $R f_{n} \uparrow R f \lambda$-a.e. and the results of Section 2.3 show that $0 \leq\left(R f_{n}\right)^{o} \uparrow(R f)^{o} \lambda$-a.e. From Proposition 6.3)(c) we get $\left(f_{n}\right)^{o} \uparrow f^{o} \mu$-a.e.

Suppose $f \mapsto f^{\bullet}$ is another map from $L(\Sigma)$ to $L^{\downarrow}(\mathcal{A})$ such that $f^{\bullet}$ is a level function of $f$ and if $0 \leq f_{n} \uparrow f \mu$-a.e., then $f_{n}^{\bullet} \uparrow f^{\bullet} \mu$-a.e. Then, for each $f \in$ $L(\Sigma) \cap L_{\mu}^{\infty}, f^{\bullet}$ and $f^{o}$ are non-negative, $\sigma(\mathcal{M})$-measurable and, taking $g=\chi_{M}$ in Definition 7.2, satisfy $\int_{M} f^{\bullet} d \mu=\int_{M} f^{o} d \mu \leq\|f\|_{L_{\mu}^{\infty}} \mu(M)<\infty$ for all $M \in \mathcal{M}$. It follows that $f^{\bullet}=f^{o} \mu$-a.e.

For every $f \in L(\Sigma),|f|$ can be expressed as the limit of an increasing sequence of $f_{n} \in L^{+}(\Sigma) \cap L_{\mu}^{\infty}$. Since $f_{n}^{\bullet} \uparrow f^{\bullet}, f_{n}^{o} \uparrow f^{o} \mu$-a.e. and $f_{n}^{\bullet}=f_{n}^{o} \mu$-a.e for all $n$, we have $f^{\bullet}=f^{o} \mu$-a.e. This proves uniqueness.

As Example 5.4 shows, if $g \in L(\Sigma)$, the natural analogue of the definition of $\widetilde{\psi}$ given in Section 2.3 may fail to give a least core decreasing majorant of $g$. The next lemma takes a different approach.

Lemma 7.6. Every $g \in L(\Sigma)$ has a least core decreasing majorant $\widetilde{g}$, which is unique up to equality $\mu$-a.e. If $g_{n} \in L^{+}(\Sigma)$ and $g_{n} \uparrow g \mu$-a.e., then $\widetilde{g_{n}} \uparrow \widetilde{g} \mu$-a.e.

Proof. Let $g \in L(\Sigma)$. Choose an increasing sequence of core sets $A_{n}$ such that $U=\cup_{n=1}^{\infty} A_{n}$. This is possible because $\mathcal{A}$ is a full ordered core. The functions $g$ and $|g|$ have the same core decreasing majorants so we may assume $g$ is non-negative. First suppose $g$ is bounded above so $g$ has a finite core decreasing majorant. For
each $n$, let $\beta_{n}=\inf \int_{A_{n}} h d \mu<\infty$, where the infimum is taken over all core decreasing majorants $h$ of $g$, and choose a core decreasing majorant $h_{n}$ of $g$ such that $\int_{A_{n}} h_{n} d \mu<\beta_{n}+1 / n$. Since the minimum of two core decreasing majorants of $g$ is again a core decreasing majorant of $g$, we may assume that $h_{1} \geq h_{2} \geq \ldots$. The limit of $h_{n}$, call it $h$, exists and is a core decreasing majorant of $g$. If $f$ is a core decreasing majorant of $g$, so is $\min (f, h)$. Thus, for each $n$,

$$
\int_{A_{n}} h d \mu \leq \int_{A_{n}} h_{n} d \mu<\beta_{n}+\frac{1}{n} \leq \int_{A_{n}} \min (f, h) d \mu+\frac{1}{n}<\infty
$$

Thus

$$
\int_{A_{n}} h-\min (f, h) d \mu \leq \frac{1}{n}
$$

The function $h-\min (f, h)$ is nonnegative and, letting $n \rightarrow \infty$ we see that its integral on $U$ is zero. Therefore $f \geq h \mu$-a.e. This shows that $h$ is a least core decreasing majorant of $g$.

If $g$ is not bounded above, let $h_{k}$ be a least core decreasing majorant of $\min (g, k)$ for $k=1,2, \ldots$. Then $h_{k}$ is an increasing sequence and it is easy to see that its limit is a least core decreasing majorant of $g$.

Uniqueness, up to equality $\mu$-a.e., is clear. Finally, if $0 \leq g_{n} \uparrow g \mu$-a.e., it is immediate that $\widetilde{g_{n}}$ increases with $n \mu$-a.e. Moreover, its limit is a least core decreasing majorant of $g$. Uniqueness shows that the limit is equal to $\widetilde{g} \mu$-a.e.

With our two constructions in place, we give some properties of the down space and its associate space $X^{\prime}$. In Theorem 8.2 we will get a stronger conclusion for $X \downarrow$ and $X^{o}$ when $X$ is assumed to be u.r.i.

Theorem 7.7. The set $X \downarrow$, equipped with the norm $\|\cdot\|_{X \downarrow}$, is a Banach function space with the Fatou property. If $f \in X^{\prime \prime}$, then $\|f\|_{X \downarrow} \leq\|f\|_{X^{\prime \prime}}$ and, if $f^{o} \in X^{\prime \prime}$, then $\|f\|_{X \downarrow} \leq\left\|f^{o}\right\|_{X^{\prime \prime}}$.

The map $g \mapsto \widetilde{g}$ is sublinear. The set $\widetilde{X}$, equipped with the norm, $\|\cdot\|_{\tilde{X}}$ is a Banach function space. It has the Fatou property if $X$ does. Also, $X \downarrow=\left(\widetilde{X}^{\prime}\right)^{\prime}$, with identical norms, and $X \downarrow^{\prime}=\widetilde{X^{\prime}}$, with identical norms.

Finally, $\widetilde{L_{\mu}^{\infty}}=L_{\mu}^{\infty}$, with identical norms.
Proof. The map $f \mapsto\|f\|_{X \downarrow}$ is nonnegative, positive homogeneous, and satisfies the triangle inequality. This ensures that $X^{o}$ is a real vector space. The lattice property and the Fatou property of $X \downarrow$, which implies completeness, follow by standard arguments, the same as those that prove the associate space of a saturated Banach function space is a Banach function space with the Fatou property.

Now suppose that $\|f\|_{X \downarrow}=0$. If $M \in \mathcal{M}$ and $\mu(M)>0$, then $\chi_{M} \in X^{\prime}$ and $0<\left\|\chi_{M}\right\|_{X^{\prime}}<\infty$. But $\chi_{M} \in L^{\downarrow}(\mathcal{A})$ so

$$
0=\|f\|_{X_{\downarrow}} \geq \int_{U}|f| \frac{\chi_{M}}{\left\|\chi_{M}\right\|_{X^{\prime}}} d \mu=\frac{1}{\left\|\chi_{M}\right\|_{X^{\prime}}} \int_{M}|f| d \mu
$$

Since $\mathcal{A}$ is a full ordered core, this implies $\int_{U}|f| d \mu=0$ so $f=0 \mu$-a.e. This proves that $X \downarrow$ is a Banach function space with the Fatou property.

Dropping the condition $g \in L^{\downarrow}(\mathcal{A})$, in the definition of $\left.\|f\|\right|_{X \downarrow}$, gives the definition of $\|f\|_{X^{\prime \prime}}$. Thus $\|f\|_{X \downarrow} \leq\|f\|_{X^{\prime \prime}}$.

If $g \in L^{\downarrow}(\mathcal{A})$ and $\|g\|_{X^{\prime}} \leq 1$ then, taking $h=g$ in the definition of a level function, $\int_{U}|f| g d \mu \leq \int_{U} f^{o} g d \mu \leq\left\|f^{o}\right\|_{X^{\prime \prime}}$. Taking the supremum over all such $g$, we have $\|f\|_{X \downarrow} \leq\left\|f^{o}\right\|_{X^{\prime \prime}}$.

The map $g \mapsto \widetilde{g}$ is clearly positive homogeneous and is also subadditive: If $f=g+h$, then $|f| \leq|g|+|h| \leq \widetilde{g}+\widetilde{h}$, which is core decreasing, so $\widetilde{f} \leq \widetilde{g}+\widetilde{h}$. Thus the map is sublinear. This makes it easy to verify that $g \mapsto\|\widetilde{\sim}\|_{X}$ is a norm. If $|f| \leq g$ then $\widetilde{f} \leq \widetilde{g}$ so $\widetilde{X}$ satisfies the lattice property. To prove $\widetilde{X}$ is complete, we will prove that it has the Riesz-Fischer property, that is, if $0 \leq g_{n} \in \widetilde{X}$ satisfy $\sum_{n=1}^{\infty}\left\|g_{n}\right\|_{\tilde{X}}<\infty$, then $\left\|\sum_{n=1}^{\infty} g_{n}\right\|_{\tilde{X}} \leq \sum_{n=1}^{\infty}\left\|g_{n}\right\|_{\tilde{X}}$. See 25, 15.64.2]. For such functions $g_{n}$, let $G=\sum_{n=1}^{\infty} g_{n}$ and observe that $\sum_{n=1}^{\infty} \tilde{g}_{n}$ is a core decreasing majorant of $G$ and hence majorizes $\widetilde{G}$. Since $X$ is complete, it has the Riesz-Fischer property, so

$$
\|G\|_{\tilde{X}}=\|\widetilde{G}\|_{X} \leq\left\|\sum_{n=1}^{\infty} \widetilde{g}_{n}\right\|_{X} \leq \sum_{n=1}^{\infty}\left\|\widetilde{g}_{n}\right\|_{X}=\sum_{n=1}^{\infty}\left\|g_{n}\right\|_{\tilde{X}}
$$

Thus, $\tilde{X}$ is a Banach function space. Finally, if $X$ has the Fatou property, and $0 \leq g_{n} \uparrow g \mu$-a.e., then $\widetilde{g}_{n} \uparrow \widetilde{g} \mu$-a.e. so $\left\|\widetilde{g}_{n}\right\|_{X} \uparrow\|\widetilde{g}\|_{X}$. Thus $\widetilde{X}$ also has the Fatou property.

If $g \in L^{\downarrow}(\mathcal{A})$ and $\|g\|_{X^{\prime}} \leq 1$, then $\widetilde{g}=g$ so we have $\|g\|_{\widetilde{X^{\prime}}} \leq 1$ and conclude that $\int_{U}|f g| d \mu \leq\|f\|_{\left(\widetilde{X^{\prime}}\right)^{\prime}}$. Take the supremum over all such $g$ to get $\|f\|_{X \downarrow} \leq\|f\|_{\left(\widetilde{X^{\prime}}\right)^{\prime}}$. On the other hand, if $\|g\|_{\widetilde{X}^{\prime}} \leq 1$ then $\widetilde{g} \in L^{\downarrow}(\mathcal{A})$ and $\|\widetilde{g}\|_{X^{\prime}} \leq 1$ so the definition of $X \downarrow$ gives $\int_{U}|f g| d \mu \leq \int_{U}|f| \widetilde{g} d \mu \leq\|f\|_{X \downarrow}$. Taking the supremum over all such $g$ gives $\|f\|_{\left(\widetilde{X^{\prime}}\right)^{\prime}} \leq\|f\|_{X \downarrow}$. This shows that $X \downarrow=\left(\widetilde{X^{\prime}}\right)^{\prime}$, with identical norms.

It follows that $X \downarrow^{\prime}=\left(\widetilde{X^{\prime}}\right)^{\prime \prime}$, with identical norms. But $X^{\prime}$ has the Fatou property, and therefore so does $\widetilde{X^{\prime}}$. Thus $X \downarrow^{\prime}=\left(\widetilde{X^{\prime}}\right)^{\prime \prime}=\widetilde{X^{\prime}}$, with identical norms.

Since $|g| \leq \widetilde{g} \mu$-a.e, $\|g\|_{L_{\mu}^{\infty}} \leq\|g\|_{\widetilde{L_{\mu}^{\infty}}}$. But the constant function with value $\|g\|_{L_{\mu}^{\infty}}$ is trivially core decreasing and majorizes $g$ so $\widetilde{g} \leq\|g\|_{L_{\mu}^{\infty}}$. Thus $\|g\|_{\widetilde{L_{\mu}^{\infty}}} \leq\|g\|_{L_{\mu}^{\infty}}$ as well. So $\widetilde{L_{\mu}^{\infty}}=L_{\mu}^{\infty}$, with identical norms.

## 8. Interpolation

Here we express the $K$-functional for the couple ( $L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow$ ) in terms of the level function and the $K$-functional for the couple $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ in terms of the least core decreasing majorant. Then we show that both couples are Calderón couples with divisibility constant 1. Finally, we describe all the interpolation spaces for both couples by relating them to u.r.i. spaces.

Let $(U, \Sigma, \mu)$ be a $\sigma$-finite measure space with a full ordered core $\mathcal{A}$, let $M$ be the enriched core of Theorem4.2, let $\lambda$ be the measure of Section 6, and let $R$ and $Q$ be the maps introduced in Propositions 6.2 and 6.3 .

The mapping properties of $Q$ and $R$ show that $Q$ is an admissible contraction from $\left(L_{\lambda}^{1}, L_{\lambda}^{\infty}\right)$ to $\left(L_{\mu}^{1}, L_{\mu}^{\infty}\right)$ and $R$ is an admissible contraction from $\left(L_{\mu}^{1}, L_{\mu}^{\infty}\right)$ to $\left(L_{\lambda}^{1}, L_{\lambda}^{\infty}\right)$. This remains valid for other couples of interest.

Lemma 8.1. The maps $Q$ and $R$ have the following mapping properties:
(a) $Q$ is an admissible contraction from $\left(L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right)$ to $\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$;
(b) $R$ is an admissible contraction from $\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$ to $\left(L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right)$;
(c) $Q$ is an admissible contraction from $\left(\widetilde{L_{\lambda}^{1}}, L_{\lambda}^{\infty}\right)$ to $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$;
(d) $R$ is an admissible contraction from $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ to $\left(\widetilde{L_{\lambda}^{1}}, L_{\lambda}^{\infty}\right)$.

Proof. Proposition 6.3(g) and Theorem 7.4 (d) prove (a) Proposition 6.2 (g) and Theorem 7.4|(c) prove (b) If $\psi \in \widetilde{L_{\lambda}^{1}}$, then $|Q \psi| \leq Q|\psi| \leq Q \widetilde{\psi} \in L^{\downarrow}(\mathcal{A})$, by parts (b) and (d) of Proposition 6.3. It follows that $\widetilde{Q \psi} \leq Q \tilde{\psi}$. Thus,

$$
\|Q \psi\|_{\widetilde{L_{\mu}^{1}}}=\|\widetilde{Q \psi}\|_{L_{\mu}^{1}} \leq\|Q \widetilde{\psi}\|_{L_{\mu}^{1}} \leq\|\widetilde{\psi}\|_{L_{\lambda}^{1}}=\|\psi\|_{\widetilde{L_{\lambda}^{1}}} .
$$

This inequality, combined with Proposition 6.3(h) proves (c) If $g \in \widetilde{L_{\mu}^{1}}$, then $|R g| \leq R|g| \leq R \tilde{g} \in L^{\downarrow}(\mathcal{B})$, by parts (b) and (d) of Proposition 6.2. It follows that $\widetilde{R g} \leq R \widetilde{g}$. Thus,

$$
\|R g\|_{\widetilde{L_{\lambda}^{1}}}=\|\widetilde{R g}\|_{L_{\lambda}^{1}} \leq\|R \widetilde{g}\|_{L_{\lambda}^{1}} \leq\|\widetilde{g}\|_{L_{\mu}^{1}}=\|g\|_{\widetilde{L_{\mu}^{1}}} .
$$

This inequality, combined with Proposition 6.2(h), proves (d).
If $X$ is u.r.i. and has the Fatou property, the next theorem shows that $X^{o}$ is a Banach function space by showing that it agrees with $X \downarrow$. It will follow from Theorem 8.10 that $X^{o}$ is a Banach function space for any u.r.i. space $X$.

Theorem 8.2. If $X$ is a u.r.i. space then $X \downarrow=\left(X^{\prime \prime}\right)^{o}$, with identical norms. If $X$ also has the Fatou property, then $X \downarrow=X^{0}$.

Proof. From Theorem 7.7 we have $\|f\|_{X \downarrow} \leq\left\|f^{o}\right\|_{X^{\prime \prime}}$ for all $f \in\left(X^{\prime \prime}\right)^{o}$.
If $f \in X \downarrow$ we can choose non-negative functions $f_{n}$, with each one bounded above and supported on some $A_{n} \in \mathcal{A}$, that satisfy $f^{n} \uparrow|f|$ and hence $\left(f_{n}\right)^{o} \uparrow f^{o} \mu$-a.e. Since $X^{\prime \prime}$ and $X \downarrow$ have the Fatou property, $\left\|\left(f_{n}\right)^{o}\right\|_{X^{\prime \prime}}$ increases to $\left\|f^{\circ}\right\|_{X^{\prime \prime}}$ and $\left\|f_{n}\right\|_{X \downarrow}$ increases to $\|f\|_{X \downarrow}$. Therefore, when proving $\left\|f^{o}\right\|_{X^{\prime \prime}} \leq\|f\|_{X \downarrow}$ we are free to assume that $f$ is nonnegative, bounded above, and supported on some $A \in \mathcal{A}$.

Fix such an $f$ and apply Proposition 6.2, parts (b), (h), (i) and (j), to see that $R f$ is non-negative, bounded above and supported on some interval $[0, x]$ for some $x \in[0, \infty)$. By [20, Proposition 1.5], $(R f)^{o}=J_{f}(R f)$, where the operator $J_{f}$ is defined by

$$
J_{f} \varphi(x)= \begin{cases}\frac{1}{\lambda(I)} \int_{I} \varphi d \lambda, & x \in I \in \mathcal{I} ; \\ \varphi(x), & x \notin \cup_{I \in \mathcal{I}} I ;\end{cases}
$$

for some countable collection $\mathcal{I}$ of disjoint subintervals of $[0, \infty)$ depending on $f$. By 20, Proposition 1.4], we see that if $\varphi, \psi \in L^{+}(\mathcal{B})$, then $\int_{(0, \infty]} \psi J_{f} \varphi d \lambda=$ $\int_{(0, \infty]} \varphi J_{f} \psi d \lambda$ and if $\varphi \in L^{\downarrow}(\mathcal{B})$ then $J_{f} \varphi \in L^{\downarrow}(\mathcal{B})$. It is clear that $\left\|J_{f} \varphi\right\|_{L_{\lambda}^{\infty}} \leq$ $\|\varphi\|_{L_{\lambda}^{\infty}}$, and the formal self-adjointness just mentioned implies $\left\|J_{f} \varphi\right\|_{L_{\lambda}^{1}} \leq\|\varphi\|_{L_{\lambda}^{1}}$. Thus $J_{f}$ is an admissible contraction on $\left(L_{\lambda}^{1}, L_{\lambda}^{\infty}\right)$.

Fix a nonnegative $g$ that is also bounded above and supported on some $A \in \mathcal{A}$ and let $J_{g}$ be the corresponding operator for $g$, so $(R g)^{\circ}=J_{g}(R g)$. Using the formulas $f^{o}=Q\left((R f)^{o}\right)$ and $g^{o}=Q\left((R g)^{o}\right)$ given in the proof of Lemma 7.5 , we have $f^{o} g^{o}=\left(Q J_{f} R f\right)\left(Q J_{g} R g\right)=Q\left(\left(J_{f} R f\right)\left(J_{g} R g\right)\right)$, by Proposition 6.3/(j) So Definition 7.2. Theorem 6.4|(c) and formal self-adjointness yield

$$
\int_{U} f^{o} g \mu \leq \int_{U} f^{o} g^{o} \mu=\int_{[0, \infty)}\left(J_{f} R f\right)\left(J_{g} R g\right) d \lambda=\int_{U} f Q J_{f} J_{g} R g d \mu .
$$

Since $X^{\prime}$ is u.r.i., it is an exact interpolation space for $\left(L_{\mu}^{1}, L_{\mu}^{\infty}\right)$. It follows from Lemma 8.1 that $Q J_{f} J_{g} R$ is an admissible contraction from $\left(L_{\mu}^{1}, L_{\mu}^{\infty}\right)$ to itself so we have $\left\|Q J_{f} J_{g} R g\right\|_{X^{\prime}} \leq\|g\|_{X^{\prime}}$. But $Q J_{f} J_{g} R g=Q J_{f}(R g)^{o} \in L^{\downarrow}(\mathcal{A})$ and therefore,

$$
\int_{U} f^{o} g d \mu \leq \int_{[0, \infty)} f Q J_{f} J_{g} R g d \lambda \leq\|f\|_{X \downarrow}\|g\|_{X^{\prime}}
$$

For any $g \in X^{\prime}$, with $\|g\|_{X^{\prime}} \leq 1$, we can express $|g|$ as the pointwise limit of a increasing sequence of functions $g_{n}$ of the above form. By the monotone convergence theorem,

$$
\int_{U} f^{o}|g| d \mu \leq\|f\|_{X \downarrow}
$$

Taking the supremum over all such $g$ proves $\left\|f^{o}\right\|_{X^{\prime \prime}}=\|f\|_{X \downarrow}$.
If $X$ has the Fatou property, then $X^{\prime \prime}=X$ and the last statement follows.
Next, to help with the $K$-functional for $\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$, we build a family of decompositions for functions in $L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow$.
Lemma 8.3. For $0 \leq f \in L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow$ there is a map $D_{f}:[0, \infty) \rightarrow L^{\downarrow}(\mathcal{A})$ such that: $0 \leq D_{f}(\gamma) \leq 1$ for all $\gamma \geq 0$; if $\int_{M} g d \mu=\int_{M} f d \mu$ for all $M \in \mathcal{M}$, then $D_{f}=D_{g} \mu$-a.e.; and if $f=f_{1}+f_{\infty}$ with $0 \leq f_{1} \in L_{\mu}^{1}$ and $0 \leq f_{\infty} \in L_{\mu}^{\infty} \downarrow$, then

$$
\left\|D_{f}(\gamma) f\right\|_{L_{\mu}^{1}} \leq\left\|f_{1}\right\|_{L_{\mu}^{1}} \quad \text { and } \quad\left\|\left(1-D_{f}(\gamma)\right) f\right\|_{L_{\mu}^{\infty} \downarrow} \leq\left\|f_{\infty}\right\|_{L_{\mu}^{\infty} \downarrow}
$$

when $\gamma=\left\|f_{1}\right\|_{L_{\mu}^{1}}$.
Proof. For each map $\Theta: \mathcal{M} \rightarrow[0, \infty)$ and each $x \in \Theta(\mathcal{M})$ chose an $N_{x} \in \mathcal{M}$ such that $\Theta\left(N_{x}\right)=x$. This a priori choice of $N_{x}$ will avoid issues with possible incompatible choices later.

Fix a nonnegative $f \in L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow$ and suppose $0 \leq f_{1} \in L_{\mu}^{1}$ and $0 \leq f_{\infty} \in L_{\mu}^{\infty} \downarrow$ such that $f=f_{1}+f_{\infty}$. For each $M \in \mathcal{M}$,

$$
\begin{equation*}
\int_{M} f d \mu=\int_{M} f_{1} d \mu+\int_{M} f_{\infty} d \mu \leq\left\|f_{1}\right\|_{L_{\mu}^{1}}+\left\|f_{\infty}\right\|_{L_{\mu}^{\infty} \downarrow} \mu(M)<\infty . \tag{8.1}
\end{equation*}
$$

Set $\Theta(M)=\int_{M} f d \mu$ and let $N_{x}$, for $x \in \Theta(\mathcal{M})$, be those determined above. By Theorem 4.2, $\mathcal{M}$ is closed under countable unions and intersections, showing that $\Theta(\mathcal{M})=\left\{\int_{M}|f| d \mu: M \in \mathcal{M}\right\}$ is a closed subset of $[0, \infty)$ containing 0 . For each $\gamma \geq 0$, set

$$
a_{\gamma}=\sup [0, \gamma] \cap \Theta(\mathcal{M}) \quad \text { and } \quad b_{\gamma}=\inf [\gamma, \infty) \cap \Theta(\mathcal{M})
$$

where $\inf \emptyset=\infty$. Then $a_{\gamma}, b_{\gamma} \in \Theta(\mathcal{M})$ and either $a_{\gamma}=\gamma=b_{\gamma}$ or $a_{\gamma}<\gamma<b_{\gamma} \leq \infty$.
If $a_{\gamma}<\gamma<b_{\gamma}<\infty$, set

$$
D_{f}(\gamma)=\frac{b_{\gamma}-\gamma}{b_{\gamma}-a_{\gamma}} \chi_{N_{a_{\gamma}}}+\frac{\gamma-a_{\gamma}}{b_{\gamma}-a_{\gamma}} \chi_{N_{b_{\gamma}}} .
$$

Otherwise, set $D_{f}(\gamma)=\chi_{N_{a_{\gamma}}}$. Evidently, $D_{f}(\gamma) \in L^{\downarrow}(\mathcal{A})$ and $0 \leq D_{f}(\gamma) \leq 1$. If $0 \leq g \in L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow$ and $\int_{M} g d \mu=\int_{M} f d \mu$ for all $M \in \mathcal{M}$, then $f$ and $g$ give rise to the same $\Theta$, the same $N_{x}$ and the same $a_{\gamma}$ and $b_{\gamma}$. Therefore $D_{f}=D_{g}$.

To prove the last statement of the lemma, we let $\gamma=\left\|f_{1}\right\|_{L_{\mu}^{1}}$ and, for convenience, write $a=a_{\gamma}$ and $b=b_{\gamma}$. First we show that $\left\|D_{f}(\gamma) f\right\|_{L_{\mu}^{1}} \leq\left\|f_{1}\right\|_{L_{\mu}^{1}}$ : If $D_{f}(\gamma)=$ $\chi_{N_{a}}$, then

$$
\left\|D_{f}(\gamma) f\right\|_{L_{\mu}^{1}}=\int_{N_{a}} f d \mu=a \leq \gamma=\left\|f_{1}\right\|_{L_{\mu}^{1}}
$$

Otherwise,

$$
\left\|D_{f}(\gamma) f\right\|_{L_{\mu}^{1}}=\frac{b-\gamma}{b-a} \int_{N_{a}} f d \mu+\frac{\gamma-a}{b-a} \int_{N_{b}} f d \mu=\gamma=\left\|f_{1}\right\|_{L_{\mu}^{1}}
$$

On the way to proving that $\left\|\left(1-D_{f}(\gamma)\right) f\right\|_{L_{\mu}^{\infty} \downarrow} \leq\left\|f_{\infty}\right\|_{L_{\mu}^{\infty} \downarrow}$ we show that, for all $M \in \mathcal{M}$,

$$
\begin{equation*}
\int_{M} f_{1} d \mu \leq \int_{M} D_{f}(\gamma) f d \mu \tag{8.2}
\end{equation*}
$$

Fix $M \in \mathcal{M}$. The definition of $\Theta(\mathcal{M})$ ensures that $\int_{M} f d \mu \leq a$ or $\int_{M} f d \mu \geq b$.
Case 1. $a<\gamma<b<\infty$ : If $\int_{M} f d \mu \leq a$, then

$$
\int_{M} f d \mu \leq \int_{N_{a}} f d \mu \leq \int_{N_{b}} f d \mu \text { so } \int_{M} f d \mu=\int_{M \cap N_{a}} f d \mu=\int_{M \cap N_{b}} f d \mu
$$

because $\mathcal{M}$ is totally ordered. Thus,

$$
\int_{M} f_{1} d \mu \leq \int_{M} f d \mu=\frac{b-\gamma}{b-a} \int_{M \cap N_{a}} f d \mu+\frac{\gamma-a}{b-a} \int_{M \cap N_{b}} f d \mu=\int_{M} D_{f}(\gamma) f d \mu
$$

If $\int_{M} f d \mu \geq b$, then

$$
\int_{N_{a}} f d \mu \leq \int_{N_{b}} f d \mu \leq \int_{M} f d \mu
$$

Since $\mathcal{M}$ is totally ordered,

$$
a=\int_{N_{a}} f d \mu=\int_{M \cap N_{a}} f d \mu \quad \text { and } \quad b=\int_{N_{b}} f d \mu=\int_{M \cap N_{b}} f d \mu
$$

Therefore,

$$
\int_{M} f_{1} d \mu \leq \gamma=\frac{b-\gamma}{b-a} \int_{M \cap N_{a}} f d \mu+\frac{\gamma-a}{b-a} \int_{M \cap N_{b}} f d \mu=\int_{M} D_{f}(\gamma) f d \mu
$$

Case 2. $a<\gamma<b<\infty$ fails: If $\int_{M} f d \mu \leq a$, then

$$
\int_{M} f d \mu \leq \int_{N_{a}} f d \mu \quad \text { so } \quad \int_{M} f d \mu=\int_{M \cap N_{a}} f d \mu
$$

because $\mathcal{M}$ is totally ordered. Thus,

$$
\int_{M} f_{1} d \mu \leq \int_{M} f d \mu=\int_{M \cap N_{a}} f d \mu=\int_{M} D_{f}(\gamma) f d \mu
$$

If $\int_{M} f d \mu \geq b$, then $a=\gamma=b$ so, because $\mathcal{M}$ is totally ordered,

$$
\int_{M} f_{1} d \mu \leq \gamma=\int_{N_{a}} f d \mu=\int_{M \cap N_{a}} f d \mu=\int_{M} D_{f}(\gamma) f d \mu
$$

This completes the proof of 8.2 ).
Using (8.2), we get

$$
\int_{M}\left(1-D_{f}(\gamma)\right) f d \mu=\int_{M} f d \mu-\int_{M} D_{f}(\gamma) f d \mu \leq \int_{M} f d \mu-\int_{M} f_{1} d \mu \leq \int_{M} f_{\infty} d \mu
$$ for each $M \in \mathcal{M}$ and it follows that

$$
\left\|\left(1-D_{f}(\gamma)\right) f\right\|_{L_{\mu}^{\infty} \downarrow} \leq\left\|f_{\infty}\right\|_{L_{\mu}^{\infty} \downarrow}
$$

The properties of $D_{f}(\gamma)$ are the key to proving a formula for the $K$-functional of $\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$.

Theorem 8.4. Let $0 \leq f \in L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow$ and $t>0$. Then

$$
K\left(f, t ; L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)=K\left(Q R f, t ; L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)=K\left(R f, t ; L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right)=\int_{0}^{t}\left(f^{o}\right)^{*}
$$

Proof. It follows from $\sqrt{2.2}$ and Lemma 8.3 that

$$
\begin{equation*}
K\left(f, t ; L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow\right)=\inf _{\gamma \geq 0}\left\|D_{f}(\gamma)\right\|_{L_{\mu}^{1}}+t\left\|\left(1-D_{f}(\gamma)\right) f\right\|_{L_{\mu}^{\infty} \downarrow} \tag{8.3}
\end{equation*}
$$

By (6.2), $\int_{M} Q R f d \mu=\int_{M} f d \mu$ for all $M \in \mathcal{M}$. So by Lemma 8.3. $D_{Q R f}=D_{f}$ and $D_{f} \in L^{+}(\mathcal{A})$. It follows that $\left(1-D_{f}\right) \chi_{M} \in L^{+}(\mathcal{A})$ so, by Propositions 6.2 (c) and 6.3)( c$)$, and Theorem 6.4(b),

$$
\int_{U} D_{f}(\gamma) Q R f d \mu=\int_{U} f Q R\left(D_{f}(\gamma)\right) d \mu=\int_{U} f D_{f}(\gamma) d \mu
$$

and, for each $M \in \mathcal{M}$,
$\int_{U}\left(1-D_{f}(\gamma)\right) \chi_{M} Q R f d \mu=\int_{U} f Q R\left(\left(1-D_{f}(\gamma)\right) \chi_{M}\right) d \mu=\int_{U} f\left(1-D_{f}(\gamma)\right) \chi_{M} d \mu$.
We conclude that

$$
\begin{aligned}
\left\|D_{f}(\gamma) Q R f\right\|_{L_{\mu}^{1}} & =\left\|D_{f}(\gamma) f\right\|_{L_{\mu}^{1}} \quad \text { and } \\
\left\|\left(1-D_{f}(\gamma)\right) Q R f\right\|_{L_{\mu}^{\infty} \downarrow} & =\left\|\left(1-D_{f}(\gamma)\right) f\right\|_{L_{\mu}^{\infty} \downarrow}
\end{aligned}
$$

Using these in the right-hand side of (8.3), we get

$$
K\left(f, t ; L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)=K\left(Q R f, t ; L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)
$$

Using Lemma 8.1, two applications of 2.1), yield

$$
K\left(Q R f, t ; L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right) \leq K\left(R f, t ; L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right) \leq K\left(f, t ; L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)
$$

so we have equality throughout.
Since $f \in L^{+}(\Sigma), R f \in L^{+}(\mathcal{B})$ by Proposition 6.2(b) Let $(R f)^{o} \in L^{\downarrow}(\mathcal{B})$ be the level function of Section 2.3. From the proof of Lemma 7.5, $f^{o}=Q\left((R f)^{o}\right) \in L^{\downarrow}(\mathcal{A})$ is a level function of $f$. By Theorem 6.4(d), $\left((R f)^{o}\right)^{*}=\left(f^{o}\right)^{*}$, so from Section 2.3. we have

$$
K\left(R f, t ; L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right)=\int_{0}^{t}\left((R f)^{o}\right)^{*}=\int_{0}^{t}\left(f^{o}\right)^{*}
$$

This completes the proof.
Calculation of the $K$-functional for $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ relies on properties of the rearrangement.
Theorem 8.5. If $0 \leq g \in \widetilde{L_{\mu}^{1}}+L_{\mu}^{\infty}$ and $t>0$, then

$$
K\left(Q R g, t ; \widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right) \leq K\left(R g, t ; \widetilde{L_{\lambda}^{1}}, L_{\lambda}^{\infty}\right) \leq K\left(g, t ; \widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)=\int_{0}^{t}(\widetilde{g})^{*}
$$

with equality throughout when $g \in L^{+}(\mathcal{A})$.

Proof. Let $0 \leq g \in \widetilde{L_{\mu}^{1}}+L_{\mu}^{\infty}$. Using Lemma 8.1, two applications of 2.1), yield the first two inequalities above. They hold with equality if $g \in L(\mathcal{A})$, because Theorem 6.4)(b) applies and we have $Q R g=g$. It remains to prove that $K\left(g, t ; \widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)=$ $\int_{0}^{t}(\widetilde{g})^{*}$.

Suppose $0 \leq g_{1} \in \widetilde{L_{\mu}^{1}}, 0 \leq g_{\infty} \in L_{\mu}^{\infty}$, and $g=g_{1}+g_{\infty}$. Sublinearity of the least core decreasing majorant, see Theorem 7.7, shows that $\widetilde{g} \leq \widetilde{g_{1}}+\widetilde{g_{\infty}}$. By 2, Proposition 2.1.7], for every $\varepsilon \in(0,1)$,

$$
\int_{0}^{t}(\widetilde{g})^{*}(s) d s \leq \int_{0}^{t}\left(\widetilde{g_{1}}+\widetilde{g_{\infty}}\right)^{*}(s) d s \leq \int_{0}^{t}\left(\widetilde{g_{1}}\right)^{*}((1-\varepsilon) s) d s+\int_{0}^{t}\left(\widetilde{g_{\infty}}\right)^{*}(\varepsilon s) d s
$$

Now

$$
\int_{0}^{t}\left(\widetilde{g_{1}}\right)^{*}((1-\varepsilon) s) d s=\frac{1}{1-\varepsilon} \int_{0}^{(1-\varepsilon) t}\left(\widetilde{g_{1}}\right)^{*}(s) d s \leq \frac{1}{1-\varepsilon} \int_{U} \widetilde{g_{1}} d \mu=\frac{1}{1-\varepsilon}\left\|g_{1}\right\|_{\widetilde{L_{\mu}^{1}}}
$$

and

$$
\int_{0}^{t}\left(\widetilde{g_{\infty}}\right)^{*}(\varepsilon s) d s \leq t\left\|g_{\infty}\right\|_{L_{\mu}^{\infty}}
$$

Letting $\varepsilon \rightarrow 0$ we get

$$
\int_{0}^{t}(\widetilde{g})^{*}(s) d s \leq\left\|g_{1}\right\|_{\widetilde{L_{\mu}^{1}}}+t\left\|g_{\infty}\right\|_{L_{\mu}^{\infty}}
$$

and, taking the infimum over all such decompositions of $g$, we conclude that

$$
\int_{0}^{t}(\widetilde{g})^{*} \leq K\left(g, t ; \widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)
$$

For the reverse inequality, fix $t>0$ and set $y=(\widetilde{g})^{*}(t)$. Let $g_{1}=\max (0, g-y)$. Since $g \leq \widetilde{g} \in L^{\downarrow}(\mathcal{A}), g_{1} \leq \max (0, \widetilde{g}-y) \in L^{\downarrow}(\mathcal{A})$. If $g_{1} \leq h \in L^{\downarrow}(\mathcal{A})$, then $g \leq h+y \in L^{\downarrow}(\mathcal{A})$ so $\widetilde{g} \leq h+y$. This shows that $\widetilde{g_{1}}=\max (0, \widetilde{g}-y)$. Since $(\widetilde{g})^{*} \geq y$ on $[0, t]$ and $(\widetilde{g})^{*} \leq y$ on $[t, \infty)$, we can apply [2, Exercise 2.1], to get

$$
\left\|g_{1}\right\|_{\widetilde{L_{\mu}^{1}}}=\int_{U} \max (0, \widetilde{g}-y) d \mu=\int_{0}^{\infty} \max \left(0,(\widetilde{g})^{*}-y\right)=\int_{0}^{t}(\widetilde{g})^{*}-y
$$

Evidently, $g-g_{1}=\min (g, y) \leq y$ so $\left\|g-g_{1}\right\|_{L_{\mu}^{\infty}} \leq y$ and we conclude that

$$
K\left(g, t ; \widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right) \leq \int_{0}^{t}\left((\widetilde{g})^{*}-y\right)+t y=\int_{0}^{t}(\widetilde{g})^{*}
$$

The next two theorems show that both $\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$ and $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ are exact Calderón couples.
Theorem 8.6. $\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$ is an exact Calderón couple.
Proof. Suppose $f, g \in L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow$ satisfy $K\left(f, t ; L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right) \leq K\left(g, t ; L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$ for all $t>0$. To show that $\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$ is an exact Calderón couple we need to find an admissible contraction from $\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$ to itself that sends $g$ to $f$.

Write $f=(\operatorname{sgn} f)|f|$ and $|g|=(\operatorname{sgn} g) g$ and observe that the maps $h \mapsto(\operatorname{sgn} g) h$ and $h \mapsto(\operatorname{sgn} f) h$ are both admissible contractions from $\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$ to itself. The first takes $g \rightarrow|g|$ and the second takes $|f| \rightarrow f$. It remains to find an admissible contraction that sends $|g|$ to $|f|$. This reduces the problem to the case $f \geq 0$ and $g \geq 0$, which we assume in what follows.

We will exhibit three admissible contractions, mapping $g$ to $R g$, then $R g$ to $R f$, and finally $R f$ to $f$. By Lemma 8.1. $R$ is an admissible contraction from ( $L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow$ ) to $\left(L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right)$ so the step that maps $g$ to $R g$ just uses $R$.

By Theorem 8.4.

$$
K\left(R f, t ; L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right) \leq K\left(R g, t ; L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right)
$$

But $\left(L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right)$ is a Calderón couple, see Section 2.3 so there is an admissible contraction $H$ from $\left(L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right)$ to itself such that $H \overline{R g}=R f$, and the second step is complete.

By Proposition 6.2(b) $R f \geq 0$. For $x \geq 0$, let $w(x)=1 / R f(x)$ when $R f(x) \neq 0$ and $w(x)=0$ when $R f(x)=0$. Set $W \psi=f Q(w \psi)$ for all nonnegative $\psi \in$ $L_{\lambda}^{1}+L_{\lambda}^{\infty} \downarrow$. Evidently, $W$ is additive and positive homogeneous. For each $M \in \mathcal{M}$,

$$
\int_{M} W \psi d \mu=\int_{[0, \mu(M)]}(R f) w \psi d \lambda \leq \int_{[0, \mu(M)]} \psi d \lambda
$$

Since $\mathcal{A}$ is a full ordered core, the monotone convergence theorem shows

$$
\begin{equation*}
\|W \psi\|_{L_{\mu}^{1}} \leq\|\psi\|_{L_{\lambda}^{1}} \tag{8.4}
\end{equation*}
$$

By Section 2.3. Theorem 7.4|(b), and by Lemma 6.1 which shows $\lambda([0, \mu(M)])=$ $\mu(M)$, we also have

$$
\begin{equation*}
\|W \psi\|_{L_{\mu}^{\infty} \downarrow} \leq\|\psi\|_{L_{\lambda}^{\infty} \downarrow} . \tag{8.5}
\end{equation*}
$$

A standard argument shows that $W$ extends to be a linear operator from $L_{\lambda}^{1}+L_{\lambda}^{\infty} \downarrow$ to $L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow$, and the norm inequalities 8.4) and 8.5 remain valid. The extended $W$ is an admissible contraction from $\left(L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right)$ to $\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$. To see that $W R f=f$ we observe that $w R f \leq 1$ so $W(R f)=f Q(w R f) \leq f$ by Proposition 6.3)(h). Also for each $M \in \mathcal{M}$,

$$
\int_{M} W R f d \mu=\int_{[0, \mu(M)]}(R f) w R f d \lambda=\int_{[0, \mu(M)]} R f d \lambda=\int_{M} f d \mu
$$

Since $\mathcal{A}$ is a full ordered core, it follows that $W R f=f, \mu$-a.e. Thus, the third step uses the extended map $W$.

Composing these maps, we see that $W H R$ is an admissible contraction from $\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$ to itself such that $W H R g=f$.

Theorem 8.7. $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ is an exact Calderón couple.
Proof. Suppose $f, g \in L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow$ satisfy $K\left(f, t ; \widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right) \leq K\left(g, t ; \widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ for all $t>0$. To show that $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ is an exact Calderón couple we need to find an admissible contraction from $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ to itself that sends $g$ to $f$.

As in the proof of Theorem 8.6, we may assume that $f$ and $g$ are nonnegative.
Since $\widetilde{g} \in L(\mathcal{A}), \widetilde{f}=\widetilde{f}$, and $\widetilde{\widetilde{g}}=\widetilde{g}$, Theorem 8.5 shows that

$$
K\left(R \widetilde{f}, t ; \widetilde{L_{\lambda}^{1}}, L_{\lambda}^{\infty}\right)=\int_{0}^{t}(\widetilde{f})^{*} \leq \int_{0}^{t}(\widetilde{g})^{*}=K\left(R \widetilde{g}, t ; \widetilde{L_{\lambda}^{1}}, L_{\lambda}^{\infty}\right)
$$

From Section 2.3. $\left(\widetilde{L_{\lambda}^{1}}, L_{\lambda}^{\infty}\right)$ is a Calderón couple so there exists an admissible contraction $H$ from $\left(\widetilde{L_{\lambda}^{1}}, L_{\lambda}^{\infty}\right)$ to itself such that $H R \widetilde{g}=R \widetilde{f}$. Lemma 8.1 implies
that $Q H R$ is an admissible contraction from $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ to itself and, since $\widetilde{f} \in L^{\downarrow}(\mathcal{A})$, Theorem 6.4(b) shows that $Q H R g=Q R \widetilde{f}=\widetilde{f}$.

It remains to find admissible contractions $W_{1}$ and $W_{2}$, from $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ to itself, such that $W_{2} \tilde{f}=f$ and $W_{1} g=\widetilde{g}$, since then $W_{2} Q H R W_{1}$ will be the desired map.

Let $\theta(s)=f(s) / \widetilde{f}(s)$ when $\widetilde{f}(s) \neq 0$ and $\theta(s)=0$ otherwise. Then let $W_{2} h=\theta h$ and note that $W_{2} \widetilde{f}=f$. Since $|\theta| \leq 1, W_{2}$ is an admissible contraction from $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ to itself.

The map $W_{1}$ is constructed in the same way as the map $W_{1}$ in the proof of 15. Theorem 2.3]. The argument is short so we repeat it here. On the onedimensional subspace $\mathbb{R} g$ of $\widetilde{L_{\mu}^{1}}+L_{\mu}^{\infty}$ the map $W_{1}(\alpha g)=\alpha \widetilde{g}$ is trivially linear and satisfies $W_{1} h \leq \widetilde{h}$ for $h \in \mathbb{R} g$. Theorem 7.7 shows that $h \mapsto \widetilde{h}$ is sublinear so we may apply the Hahn-Banach-Kantorovich theorem, [1, Theorem 1.25], to extend $W_{1}$ to be linear on $\widetilde{L_{\mu}^{1}}+L_{\mu}^{\infty}$ so that $W_{1} h \leq \widetilde{h}$ remains valid. At $-h$ it gives $-W_{1} h \leq \widetilde{-h}=\widetilde{h}$ so $\left|W_{1} h\right| \leq \widetilde{h}$. Thus $\left\|W_{1} h\right\|_{L_{\mu}^{\infty}} \leq\|\widetilde{h}\|_{L_{\mu}^{\infty}}=\|h\|_{L_{\mu}^{\infty}}$ and $\left\|W_{1} h\right\|_{\widetilde{L_{\mu}^{1}}} \leq\|\widetilde{h}\|_{\widetilde{L_{\mu}^{1}}}=\|h\|_{\widetilde{L_{\mu}^{1}}}$, so $W_{1}$ is an admissible contraction from $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ to itself that maps $g$ to $\widetilde{g}$. This completes the proof.

To get the best result from the fact that $\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$ is a Calderón couple, we need to find the divisibility constant for the couple.

Lemma 8.8. The divisibility constant of $\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$ is 1 .
Proof. Suppose $0 \leq f \in L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow$ and $\omega_{j}$ are nonnegative, concave functions on $(0, \infty)$ that satisfy $\sum_{j=1}^{\infty} \omega_{j}(1)<\infty$ and $K\left(f, t ; L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right) \leq \sum_{j=1}^{\infty} \omega_{j}(t)$, for all $t>0$. By Proposition 6.2(b), Lemma 8.1. and Theorem 8.4 we have $0 \leq R f \in$ $L_{\lambda}^{1}+L_{\lambda}^{\infty} \downarrow$ and

$$
K\left(R f, t ; L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right)=K\left(f, t ; L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right) \leq \sum_{j=1}^{\infty} \omega_{j}(t)
$$

By 14, Corollaries 3.9 and 4.7], $\left(L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right)$ has divisibility constant 1. So, there exist functions $\varphi_{j} \in L_{\lambda}^{1}+L_{\lambda}^{\infty} \downarrow$ such that $K\left(\varphi_{j}, t ; L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right) \leq \omega_{j}(t)$, for all $j$ and $t$, and $\sum_{j=1}^{\infty} \varphi_{j}$ converges to $R f$ in $L_{\lambda}^{1}+L_{\lambda}^{\infty} \downarrow$. Because $R f$ is nonnegative, we may assume that $\varphi_{j} \geq 0$ for all $j$, since otherwise we can replace them with $\psi_{j}$, defined by $\psi_{1}=\min \left(\left|\varphi_{1}\right|, R f\right)$ and $\psi_{n+1}=\min \left(\left|\varphi_{n+1}\right|, R f-\left(\psi_{1}+\cdots+\psi_{n}\right)\right)$ for $n=1,2, \ldots$ By 6.2 and 8.1,

$$
\int_{M} Q R f d \mu=\int_{M} f d \mu<\infty
$$

for all $M \in \mathcal{M}$. Since $Q R f$ is $\sigma(\mathcal{A})$-measurable, $\{u \in U: Q R f(u)=0\}$ is $\sigma(\mathcal{A})$ measurable and hence

$$
0=\int_{\{u \in U: Q R f(u)=0\}} Q R f d \mu=\int_{\{u \in U: Q R f(u)=0\}} f d \mu
$$

whence $\{u \in U: Q R f(u)=0\}$ is $\mu$-almost contained in $\{u \in U: f(u)=0\}$.
Set $f_{j}=\left(f Q \varphi_{j}\right) / Q R f$ when $Q R f$ is nonzero and $f_{j}=0$ otherwise. Then

$$
\begin{equation*}
\sum_{j=1}^{\infty} f_{j}=(f Q R f) / Q R f=f \tag{8.6}
\end{equation*}
$$

$\mu$-a.e. In particular, $0 \leq f_{j} \leq f \mu$-a.e for all $j$. Now fix $j$. The definition of $f_{j}$ implies that $f Q \varphi_{j}=(Q R f) f_{j} \mu$-a.e. and we get $Q R f, Q \varphi_{j} \in L^{+}(\mathcal{A})$ from Proposition 6.3(b) so we may use Proposition 6.2(j) and Theorem 6.4(a) to get

$$
(R f) R Q \varphi_{j}=R\left(f Q \varphi_{j}\right)=R\left((Q R f) f_{j}\right)=(R Q R f) R f_{j}=(R f) R f_{j}
$$

Since $f-f_{j} \geq 0, R f-R f_{j} \geq 0$ so $R f_{j}=0$ whenever $R f=0$. Therefore, we may cancel $R f$ above to get $R Q \varphi_{j} \geq R f_{j}$. This inequality, Lemma 8.1 and 2.1), give

$$
K\left(R f_{j}, t ; L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right) \leq K\left(R Q \varphi_{j}, t ; L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right) \leq K\left(\varphi_{j}, t ; L_{\lambda}^{1}, L_{\lambda}^{\infty} \downarrow\right) \leq \omega_{j}(t)
$$

By Theorem 8.4 this gives $K\left(f_{j}, t ; L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right) \leq \omega_{j}(t)$. This estimate, along with 8.6) and the completeness of $L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow$, shows that for each $n$,

$$
\left\|f-\sum_{j=1}^{n-1} f_{j}\right\|_{L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow}=\left\|\sum_{j=n}^{\infty} f_{j}\right\|_{L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow} \leq \sum_{j=n}^{\infty}\left\|f_{j}\right\|_{L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow} \leq \sum_{j=n}^{\infty} \omega_{j}(1)
$$

where we have used the identity $\left\|f_{j}\right\|_{L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow}=K\left(f_{j}, 1 ; L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$. The right-hand side above is the tail of a convergent series, so it goes to zero as $n \rightarrow \infty$. We conclude that $\sum_{j=1}^{\infty} f_{j}$ converges to $f$ in $L_{\mu}^{1}+L_{\mu}^{\infty} \downarrow$.

To drop the nonnegativity assumption on $f$, construct the $f_{j}$ for $|f|$. It is easy to verify that the functions $\operatorname{sgn}(f) f_{j}$ give the required decomposition of $f$.

We also need the divisibility constant for $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$. In 15 , Lemma 3.2 and Theorem 4.3] this is established for the usual order on the half line with Lebesgue measure and the tools are provided to extend it to $\sigma$-finite measures. We follow the method here.

Lemma 8.9. The divisibility constant of $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ is 1 .
Proof. In this paper so far, a Borel function $\varphi$ on $[0, \infty)$ is viewed as $\lambda$-measurable and $\varphi^{*}$ denotes the rearrangement with respect to $\lambda$. In this proof we will also need to view such functions as Lebesgue measurable. To avoid confusion, we use $\varphi^{\#}$ to denote the rearrangement of $\varphi$ with respect to Lebesgue measure on $[0, \infty)$.

Recall the functions $a(x)$ and $b(x)$ introduced in Section 6 .
If $x_{1} \geq \cdots \geq x_{K} \geq x_{K+1}=0$ and $\alpha_{1}, \ldots, \alpha_{K}$ are positive real numbers, then, for each $j, \varphi=\sum_{k=1}^{K} \alpha_{k} \chi_{\left[0, x_{k}\right]}$ takes the value $\sum_{k=1}^{j} \alpha_{k}$ on $\left(x_{j+1}, x_{j}\right]$, a set of $\lambda$-measure $a\left(x_{j}\right)-a\left(x_{j}+1\right)$ according to Lemma 6.1. In the proof of the lemma, we find that $b(z) \leq x$ if and only if $z \leq a(x)$. Therefore, $\varphi \circ b$ takes that same value on $\left(a\left(x_{j+1}\right), a\left(x_{j}\right)\right.$ ], a set of Lebesgue measure $a\left(x_{j}\right)-a\left(x_{j}+1\right)$. These are the only nonzero values the two functions take, so $\varphi^{*}=(\varphi \circ b)^{\#}$. Taking limits of increasing sequences of such functions, and applying [2, Proposition 2.1.7], we see that this formula remains valid when $\varphi$ is any nonnegative, nonincreasing function on $[0, \infty)$.

Suppose $0 \leq g \in \widetilde{L_{\mu}^{1}}+L_{\mu}^{\infty}$ and $\omega_{j}$ are nonnegative, concave functions on $[0, \infty)$ such that $\sum_{j=1}^{\infty} \omega_{j}(1)<\infty$ and $K\left(g, t ; \widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right) \leq \sum_{j=1}^{\infty} \omega_{j}(t)$, for all $t$. Our object is to find $g_{j} \in \widetilde{L_{\mu}^{1}}+L_{\mu}^{\infty}$ such that $\left.K\left(g_{j}, t ; \widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)\right) \leq \omega_{j}(t)$, for all $j$ and $t$, and $\sum_{j=1}^{\infty} g_{j}$ converges to $g$ in $\widetilde{L_{\mu}^{1}}+L_{\mu}^{\infty}$.

Since $\widetilde{g} \in L^{\downarrow}(\mathcal{A}), R \widetilde{g} \in L^{\downarrow}(\mathcal{B})$. Since $b$ is nondecreasing, $(R \widetilde{g}) \circ b$ is nonnegative and nonincreasing. For each $t \geq 0$, we apply the above rearrangement formula,

Theorem 6.4(e) and Theorem 8.5 to get

$$
\int_{0}^{t}((R \widetilde{g}) \circ b)^{\#}=\int_{0}^{t}(R \widetilde{g})^{*}=\int_{0}^{t}(\widetilde{g})^{*}=K\left(g, t ; \widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right) \leq \sum_{j=1}^{\infty} \omega_{j}(t)
$$

By [3, Theorem 5b] there exist nonnegative, nonincreasing, Lebesgue measurable functions $\kappa_{j} \in L^{1}+L^{\infty}$ such that $\int_{0}^{t} \kappa_{j}^{\#} \leq \omega_{j}(t)$, for all $j$ and $t$, and $\sum_{j=1}^{\infty} \kappa_{j}$ converges to $(R \widetilde{g}) \circ b$ in $L^{1}+L^{\infty}$. By Lemma 6.1 $x \leq b(x)$ and $b(b(x))=b(x)$ for all $x \geq 0$. Thus

$$
0 \leq \sum_{j=1}^{\infty} \kappa_{j}(x)-\kappa_{j}(b(x))=(R \widetilde{g})(b(x))-(R \widetilde{g})(b(b(x)))=0
$$

and so $\kappa_{j}=\kappa_{j} \circ b$ for all $j$.
Set $g_{j}=(g / \widetilde{g}) Q \kappa_{j}$. Since $\kappa_{j} \in L^{\downarrow}(\mathcal{B})$, Theorem 6.4)(d) shows that $Q \kappa_{j} \in L^{\downarrow}(\mathcal{A})$ and $\left(Q \kappa_{j}\right)^{*}=\kappa_{j}^{*}$. But $g \leq \widetilde{g}$ so $g_{j} \leq Q \kappa_{j}$ and we get $\widetilde{g}_{j} \leq Q \kappa_{j}$ and $\left(\widetilde{g_{j}}\right)^{*} \leq \kappa_{j}^{*}$. Thus, for all $j$ and $t$, Theorem 8.5 shows

$$
\left.K\left(g_{j}, t ; \widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)\right)=\int_{0}^{t}\left(\widetilde{g_{j}}\right)^{*} \leq \int_{0}^{t} \kappa_{j}^{*}=\int_{0}^{t}\left(\kappa_{j} \circ b\right)^{*}=\int_{0}^{t} \kappa_{j}^{\#} \leq \omega_{j}(t)
$$

By Lemma 6.1, $x=b(x) \lambda$-a.e so $(R \widetilde{g}) \circ b=R \widetilde{g} \lambda$-a.e, Theorem 6.4(b) gives $Q((R \widetilde{g}) \circ b)=\overline{Q R} \widetilde{g}=\widetilde{g} \mu$-a.e. Thus, by the Monotone Convergence Theorem,

$$
\sum_{j=1}^{\infty} g_{j}=(g / \widetilde{g}) Q\left(\sum_{j=1}^{\infty} \kappa_{j}\right)=(g / \widetilde{g}) Q((R \widetilde{g}) \circ b)=g
$$

$\mu$-a.e. This, and the completeness of $\widetilde{L_{\mu}^{1}}+L_{\mu}^{\infty}$, shows that for each $n$,

$$
\left\|g-\sum_{j=1}^{n-1} g_{j}\right\|_{\widetilde{L_{\mu}^{1}}+L_{\mu}^{\infty}}=\left\|\sum_{j=n}^{\infty} g_{j}\right\|_{\widetilde{L_{\mu}^{1}}+L_{\mu}^{\infty}} \leq \sum_{j=n}^{\infty}\left\|g_{j}\right\|_{\widetilde{L_{\mu}^{1}}+L_{\mu}^{\infty}} \leq \sum_{j=n}^{\infty} \omega_{j}(1),
$$

where we have used the identity $\left\|g_{j}\right\|_{\widetilde{L_{\mu}^{1}}+L_{\mu}^{\infty}}=K\left(g_{j}, 1 ; \widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$. The right-hand side above is the tail of a convergent series so it goes to zero as $n \rightarrow \infty$. We conclude that $\sum_{j=1}^{\infty} g_{j}$ converges to $g$ in $\widetilde{L_{\mu}^{1}}+L_{\mu}^{\infty}$.

To drop the nonnegativity assumption on $g$, construct the $g_{j}$ for $|g|$. It is easy to verify that the functions $\operatorname{sgn}(g) g_{j}$ give the required decomposition of $g$.

We end by summarizing the interpolation properties of the couples $\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$ and $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ as they relate to the universally rearrangement invariant spaces. See Section 2.2 for terminology.

Theorem 8.10. Let $X, Y$, and $Z$ be Banach function spaces of $\lambda$-measurable functions. Then
(a) $X \in \operatorname{Int}_{1}\left(L_{\mu}^{1}, L_{\mu}^{\infty}\right)$ if and only if $X$ is u.r.i.;
(b) $Y \in \operatorname{Int}_{1}\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$ if and only if $Y=X^{o}$, with identical norms, for some u.r.i. space $X$;
(c) $Z \in \operatorname{Int}_{1}\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ if and only if $Y=\widetilde{X}$, with identical norms, for some u.r.i. space $X$.
(d) If $X$ and $X^{\prime}$ contain all characteristic functions of sets of finite measure, then $(X \downarrow)^{\prime}=\widetilde{X^{\prime}}$ with identical norms, $X \downarrow=\left(\widetilde{X^{\prime}}\right)^{\prime}$ with identical norms, $\widetilde{X} \subseteq X \subseteq X^{\prime \prime} \subseteq X \downarrow$ and $\left(X^{\prime \prime}\right)^{o} \subseteq X \downarrow ;$
(e) If $X$ is u.r.i., then $X \downarrow=\left(X^{\prime \prime}\right)^{o}$ with identical norms, and $X \subseteq X^{o}$;
(f) If $X$ is u.r.i. and has the Fatou property, then $X \downarrow=X^{o}$ with identical norms.

Proof. The following diagram may help to clarify the relationships described above. The proof continues below.


Consider the collection of all triples

$$
\left(\left(L_{\mu}^{1}, L_{\mu}^{\infty}\right)_{\Phi},\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)_{\Phi},\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)_{\Phi}\right)
$$

as $\Phi$ runs through all parameters of the $K$-method. The first entry of each triple is in $\operatorname{Int}_{1}\left(L_{\mu}^{1}, L_{\mu}^{\infty}\right)$, the second entry is in $\operatorname{Int}_{1}\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$ and the third entry is in $\operatorname{Int}_{1}\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$. Part (a), above, was proved in 5 . It shows that the collection of first entries in these triples is exactly the set of u.r.i. spaces over $U$. Theorems 8.4 and 8.5 show that

$$
K\left(f, t ; L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)=K\left(f^{o}, t ; L_{\mu}^{1}, L^{\infty}\right) \quad \text { and } \quad K\left(g, t ; \widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)=K\left(\widetilde{g}, t ; L_{\mu}^{1}, L^{\infty}\right)
$$

Therefore, every triple is of the form $\left(X, X^{o}, \widetilde{X}\right)$ for some u.r.i. space $X$. Conversely, every $\left(X, X^{o}, \widetilde{X}\right)$, where $X$ is u.r.i., is in the collection. Since both $\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$ and $\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ are exact Calderón couples with divisibility constant 1, 4, Theorems 3.3.1
and 4.4.5 and Remark 4.4.4] show that every $Y \in \operatorname{Int}_{1}\left(L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right)$ is the second entry in some triple, and every $Z \in \operatorname{Int}_{1}\left(\widetilde{L_{\mu}^{1}}, L_{\mu}^{\infty}\right)$ is the third entry in some triple. This proves (b) and (c)

The results of (d) follow from Theorem 7.7 and two of the remaining three statements appear in Theorem 8.2. We show that if $X$ is u.r.i., then $X \subseteq X^{o}$ : Since $\|f\|_{L_{\mu}^{\infty} \downarrow} \leq\|f\|_{L_{\mu}^{\infty}}$ for all $f, K\left(f, t ; L_{\mu}^{1}, L_{\mu}^{\infty} \downarrow\right) \leq K\left(f, t ; L_{\mu}^{1}, L_{\mu}^{\infty}\right)$ for all $f$ and $t$. That is, $\int_{0}^{t}\left(f^{o}\right)^{*} \leq \int_{0}^{t} f^{*}$ for all $f$ and $t$. Since $X$ is u.r.i. we get $\|f\|_{X^{o}} \leq\|f\|_{X}$ for all $f$. This shows $X \subseteq X^{o}$.
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