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Abstract. Given two mixed norm Lebesgue spaces on an n-fold product of

arbitrary σ-finite measure spaces, when is one contained in the other? If

so, what is the norm of the inclusion map? These questions are answered
completely for a large range of Lebesgue indices and all measure spaces. When

the measure spaces are atomless both questions are settled for all indices.

When the measure spaces are not purely atomic the first question is settled for
all indices. Some complete and some partial results are given in the remaining

cases, but a wide variety of behaviour is observed. In particular, the norm

problem for purely atomic measure spaces is seen to be intractable for certain
ranges of the Lebesgue indices; it is equivalent to an optimization problem

that includes a known NP-hard problem as a special case.

1. Introduction

Mixed norm spaces are vector spaces of multivariable functions equipped with
norms that take advantage of the product structure on the domain by successively
applying different norms with respect to each variable. Mixed norm Lebesgue
spaces, where the norms on each factor are Lp norms, were introduced and studied
by Benedek and Panzone in [3]; they defined,

‖f‖P =

∫ . . .

(∫ (∫
|f(x1, x2, . . . , xn)|p1 dµ1

)p2/p1
dµ2

)p3/p2
. . . dµn

1/pn

where P = (p1, p2, . . . , pn). Mixed norm spaces of this type arise naturally in
harmonic and functional analysis. The particular special case of amalgam spaces
are used to define and study function spaces in which the local and global behavior
are independent of one another. Mixed norm spaces based on Lorentz spaces instead
of Lebesgue spaces have been used to study Fourier and Sobolev inequalities in
[1, 2, 11, 12, 15], see [8] for recent work and additional references. Mixed norms
in which the norm on each factor is a general Banach function norm were studied
in [5] and [6]. For applications to p-summing operators and the Bohnenblust-Hille
inequality, see [9, 10, 16, 17].

In this article we consider the fundamental inclusion problem: Given two mixed
norm Lebesgue spaces when is one a subset of the other?

In the single-variable case the solution to the inclusion problem is well known.
But the solution depends crucially on the atomic structure of the underlying mea-
sures. For mixed norms we will see that for atomless measures the inclusion problem
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can be answered completely, but when one or more of the measures is partially or
completely atomic the problem exhibits interesting and subtle behaviour. The key
element is the order in which the norms are taken: The two norms,

‖f‖(Lpµ,Lqν) =

(∫ (∫
|f(x, y)|p dµ(x)

)q/p
dν(y)

)1/q

and

‖f‖(Lqν ,Lpµ) =

(∫ (∫
|f(x, y)|q dν(y)

)p/q
dµ(x)

)1/p

are related but far from identical. One relationship is Minkowski’s integral inequal-
ity: If p ≤ q then ‖f‖(Lpµ,Lqν) ≤ ‖f‖(Lqν ,Lpµ). For a multi-variable version of the

Minkowski inequality, see [11]. The Kolmogorov-Nagumo theorem shows that they
are far from identical. In fact these two norms can be equivalent only when p = q.
(Or when one of the measures is just a finite number of atoms so that all norms
are equivalent.) See [6] for references and for a proof of the Kolmogorov-Nagumo
theorem in great generality.

We begin by reviewing some basic results for mixed norm Banach function spaces,
in Section 2 and recalling the solution of the single variable inclusion problem for
Lebesgue spaces, in Section 3. In Sections 4 and 5, we address the two-variable
problem with the order of the norms reversed. The multivariable inclusion problem
is considered in Section 6, both on its own and in situations where it reduces to the
two-variable case.

Before continuing with Section 2 we introduce some definitions and notation. If
(X,µ) is a σ-finite measure space, let L+

µ denote the set of µ-measurable functions
mapping X to [0,∞]. Define Lpµ to be the collection of all µ-measurable functions
f mapping X to R (or C) for which,

‖f‖p,µ ≡

{(∫
|f |p dµ

)1/p
, 0 < p <∞,

ess supµ |f |, p =∞,

is finite. When µ is counting measure we write `p and ‖f‖p, instead. A measurable
subset E of X is an atom if µ(E) > 0 and every measurable subset of E has measure
µ(E) or 0.

For p, q ∈ (0,∞] define p′, p:q ∈ (−∞, 0) ∪ (0,∞] by

1

p′
+

1

p
= 1 and

1

p:q
=

1

q
− 1

p
.

Note that 1′ =∞ and p:p =∞. The p′ notation is standard but p:q is introduced
here as a convenience to simplify complicated expressions appearing as exponents.

The non-increasing rearrangement K∗ = (K∗1 ,K
∗
2 , . . . ) of a (finite or infinite)

sequence K = (K1,K2, . . . ) is defined in [4] as a function on (0,∞). However, it is
readily seen to be a step function constant on the intervals [n, n+1) for n = 1, 2, . . . ,
and may be identified with a sequence. We make this identification throughout.

2. Mixed Norm Banach Function Spaces

To define multivariable mixed norm Lebesgue spaces we extend the notation used
in [3] and [11] so that we may keep track of exponents, measures, and spaces. It is
simplest to state in terms of Banach function spaces. See [19] for relevant definitions.
We assume that all our Banach function spaces have the Fatou property.
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For m = 1, . . . n, let Pm be a Banach function space relative to a non-trivial
σ-finite measure space (Xm, µm). Set P = (P1, . . . , Pn) and µ = µ1 × · · · × µn.
Let σ be a permutation of {1, . . . , n} and write σ(P ) = (Pσ(1), . . . , Pσ(n)). For

f ∈ L+
µ1×···×µn ,

‖f‖σ(P ) =
∥∥ . . . ∥∥‖f‖Pσ(1)∥∥Pσ(2) . . . ∥∥Pσ(n)

.

The collection of all µ-measurable functions f for which ‖f‖σ(P ) is finite is denoted
simply σ(P ), emphasizing that the mixed norm space depends only on the vector
of single-variable norms. We stress that, regardless of the permutation σ, if f =
f(x1, x2, . . . , xn), then the norm in the space Pm is always taken with respect to
the variable xm; with the other variables held fixed. It is important to point out
that taking successive norms of a measurable function with respect to one or more
variables always leaves us with a measurable function in the remaining variables.
This is a consequence of Tonelli’s theorem when the norms are Lebesgue norms with
finite indices, but the Luxemburg-Gribanov theorem shows that it remains valid for
Banach function norms satisfying the Fatou property. See [13]. (A counterexample
in [14] shows that it is not enough to assume the weak Fatou property.) A version
of the Luxemburg-Gribanov theorem for the more general mixed family-norms is
in Theorem 5.1 of [18].

Proposition 2.1. For P = (P1, . . . , Pn) and σ as above, σ(P ) is a Banach function
space. Its associate space is σ(P )′ = σ(P ′1, . . . , P

′
n).

Proof. Both statements are given in [5]. The first is in a remark on page 158
and the second follows by simple induction from Theorem 3.12. �

To state the inclusion problem we need another mixed-norm space, in addition
to σ(P ). Let R = (R1, . . . , Rn) be vector of Banach function spaces, relative to the
non-trivial σ-finite measure spaces (X1, κ1), . . . , (Xn, κn). Set κ = κ1×· · ·×κn and
let τ be a permutation of {1, . . . , n}. Note that the underlying sets X1, . . . , Xn are
the same as for the spaces P1, . . . , Pn, so the elements of σ(P ) and τ(R) are functions
on the same domain. The inclusion problem asks whether or not σ(P ) ⊆ τ(R).
Since we are free to choose the “initial” order of the spaces (X1, . . . , Xn) there is
no need for both permutations σ and τ . From now on we assume, without loss of
generality, that τ is the identity permutation.

If, for any m, there is a µm-measurable set that is not κm-measurable, or a µm-
null set that is not κm-null then inclusion fails. So we may assume that κm � µm
for each m. On the other hand it is easy to see that inclusion holds if and only if
it holds when, for each m, κm is restricted to the µm-measurable sets and µm is
restricted to the support of the Radon-Nikodym derivative [dκm/dµm]. By making
these restrictions we may also assume that µm � κm for each m.

A standard argument shows that between Banach function spaces, set inclusion
is equivalent to continuous inclusion. Accordingly, for each m we let Cm be the
least constant, finite or infinite, such that

(2.1) ‖f‖Rm ≤ Cm‖f‖Pm , f ∈ L+
µm .

Also, let C be the least constant, finite or infinite, such that

(2.2) ‖f‖R ≤ C‖f‖σ(P ), f ∈ L+
µ1×···×µn .
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Then C is finite if and only if σ(P ) ⊆ R. Determining whether or not C is finite
gives a qualitative answer to the inclusion problem. Finding the precise value of C
gives a quantitive answer.

Theorem 2.2. Suppose P , σ, and R are as above.

(1) If σ(P ) ⊆ R, then Pm ⊆ Rm for each m and C1 . . . Cn ≤ C.
(2) If Pm ⊆ Rm for each m then, P ⊆ R and C = C1 . . . Cn.

Proof. For the first statement, consider functions of the form f(x1, . . . , xn) =
f1(x1) . . . fn(xn), where fm ∈ L+

µm . Both mixed norms split into a product of norms
of f1, . . . , fn. Taking the supremum over all such f1, . . . , fn gives the inequality. For
the second statement, apply the single variable inclusion inequalities successively
to get the reverse inequality in the “unpermuted case” when σ is the identity
permutation. �

The first part of this theorem shows that all single-variable inclusions are neces-
sary for a mixed-norm inclusion, regardless of the permutation σ. A similar result
holds for certain two-variable inclusions, but these do depend on σ.

Lemma 2.3. Suppose P , σ, and R are as above, and σ(P ) ⊆ R. If 1 ≤ i < j ≤ n
and σ−1(i) < σ−1(j) then (Pi, Pj) ⊆ (Ri, Rj). If 1 ≤ i < j ≤ n and σ−1(i) >
σ−1(j) then (Pj , Pi) ⊆ (Ri, Rj).

Proof. Suppose 1 ≤ i < j ≤ n and consider functions of the form

f(x1, . . . , xn) = g(xi, xj)
∏
m6=i,m 6=jfm(xm),

where g ∈ L+
µi×µj and the fm are fixed non-zero functions in Pm ∩ Rm. Writing

out the norm ‖f‖R it is easy to see that f ∈ R if and only if g ∈ (Ri, Rj). The
condition σ−1(i) < σ−1(j) means that Pi appears to the left of Pj in σ(P ) and
hence f ∈ σ(P ) if and only if g ∈ (Pi, Pj). Now we have the implication,

g ∈ (Pi, Pj) =⇒ f ∈ σ(P ) =⇒ f ∈ R =⇒ g ∈ (Ri, Rj).

The condition σ−1(i) > σ−1(j) means that Pi appears to the right of Pj in P and
hence f ∈ σ(P ) if and only if g ∈ (Pj , Pi). In this case,

g ∈ (Pj , Pi) =⇒ f ∈ σ(P ) =⇒ f ∈ R =⇒ g ∈ (Ri, Rj).

This completes the proof. �
Relative to the n-variable inclusion σ(P ) ⊆ R we refer to the inclusions given in

the lemma as the two-variable subinclusions.

3. Single Variable Lebesgue Space Inclusions

To discuss the general Lebesgue space inclusion problem we need two Lebesgue
spaces of functions on a single set. To solve the problem we have to understand the
atomic structure of the underlying measures. We collect the necessary notation in,

(3.1)


p, r ∈ (0,∞]; 0 6= κ� µ� κ σ-finite measures on X; v =

[
dκ
dµ

]1/r
;

A = sup{‖gv‖r,µ/‖g‖p,µ : 0 6= g ∈ L+
µ };

X = X0∪̇
(
∪̇i∈IEi

)
; X0 is atomless; Ei is an atom for i ∈ I;

ki = κ(Ei); mi = µ(Ei); and M = (k
1/r
i m

−1/p
i )i∈I .
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As pointed out in Section 2, there is no loss of generality in assuming κ� µ� κ.
Since κ and µ are σ-finite, the Radon-Nikodym derivative exists and v = [dκ/dµ]1/r

is well-defined; when r =∞ this is v = χ{[dκ/dµ]>0}. Note that

(3.2) ‖g‖r,κ = ‖gv‖r,µ.

The supremum that defines A makes it the least constant, finite or infinite, in the
inequality

(3.3) ‖gv‖r,µ ≤ A‖g‖p,µ, g ∈ L+
µ .

Since κ and µ are a non-trivial σ-finite measures, A > 0. Observe that, as for
Banach function spaces, the inclusion Lpµ ⊆ Lrκ holds if and only if A is finite.
(When 0 < p < 1, Lpµ is not a Banach function space.)

Finally, since κ and µ are mutually absolutely continuous and σ-finite, a subset
of X is an atom for κ if and only if it is an atom for µ. It is routine measure
theory (see [7]) that X can be decomposed as a set X0 that contains no atom and
a collection of at most countably many disjoint atoms Ei ⊆ X \X0, for i ∈ I. Note
every f ∈ L+

µ is constant µ-almost everywhere on Ei. If µ(X \X0) = 0 we say X
is atomless, and if µ(X0) = 0 we say X is purely atomic.

Theorem 3.1. Suppose (3.1). If r ≤ p, then A = ‖v‖p:r,µ; in particular, Lpµ ⊆ Lrκ
if and only if v ∈ Lp:rµ . If r > p, then A =∞ unless X is purely atomic, in which
case A = ‖M‖∞; in particular, Lpµ ⊆ Lrκ if and only if X is purely atomic and

{k1/r
i m

−1/p
i , i ∈ I} is bounded.

Proof. If r ≤ p, the sharpness of Hölder’s inequality, with indices p/r and p:r/r,
shows that A = ‖v‖p:r,µ.

Now suppose r > p. If X is not purely atomic then κ(X0) > 0. For each ε > 0
small enough that Xε = {x ∈ X0 : [dκ/dµ](x) > ε} also has positive κ-measure,
choose a subset E of Xε having positive κ-measure less than ε−2p:r/p. (Note that
p:r < 0.) Since E ⊆ Xε, 0 < εµ(E) ≤ κ(E). Taking g = χE in (3.3), and using
(3.2), we find that A ≥ κ(E)1/rµ(E)−1/p ≥ ε−1/p →∞ as ε→ 0. Thus A =∞.

Still in the case r > p, if X is purely atomic fix g ∈ L+
µ and let gi denote the

value of g on Ei to get,

‖g‖pr,κ =
(∑
i∈I

gri ki

)p/r
≤
∑
i∈I

gpi k
p/r
i ≤ ‖M‖p∞

∑
i∈I

gpimi = ‖M‖p∞‖g‖pp,µ.

Thus, A ≤ ‖M‖∞. But with g = χEi , inequality (3.3) reduces to A ≥ k
1/r
i m

−1/p
i

so A ≥ supi∈I k
1/r
i m

−1/p
i = ‖M‖∞. �

4. Two Variable Mixed Norm Lebesgue Spaces

For two-variable inclusions we need two sets, with associated measures and in-
dices. Rather than burden all the variables in (3.1) with the subscripts “1” and
“2” we keep the originals and obtain a second bunch by moving up by one letter in
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two alphabets. We collect the notation in,

(4.1)


q, s ∈ (0,∞]; 0 6= λ� ν � λ σ-finite measures on Y ; w =

[
dλ
dν

]1/s
;

B = sup{‖hw‖s,ν/‖h‖q,ν : 0 6= h ∈ L+
ν };

Y = Y0∪̇
(
∪̇j∈JFj

)
; Y0 is atomless; Fj are atoms for j ∈ J ;

lj = λ(Fj); nj = ν(Fj); and N = (l
1/s
j n

−1/q
j )j∈J .


By Proposition 2.2, both single variable inclusion problems are necessary conditions
for the two variable inclusions, so there is no loss of generality in assuming that
κ� µ� κ and λ� ν � λ. We also have,

(4.2) ‖h‖s,λ = ‖hw‖s,ν
for all h ∈ L+

ν and B > 0 is the least constant, finite or infinite, in the inequality

‖hw‖s,ν ≤ B‖h‖q,ν , h ∈ L+
ν .

Part 2 of Proposition 2.2 shows that the two-variable “unpermuted” mixed norm
inclusion problem (Lpµ, L

q
ν) ⊆ (Lrκ, L

s
λ) reduces directly to the two single-variable

inclusion problems Lpµ ⊆ Lrκ and Lqν ⊆ Lsλ. These one-variable inclusions were
characterized in Theorem 3.1, so in this section we are free to focus only on the
“permuted” inclusion problem,

(4.3) (Lqν , L
p
µ) ⊆ (Lrκ, L

s
λ).

It follows from (3.2) and (4.2), that∥∥‖f‖r,κ∥∥s,λ =
∥∥‖fvw‖r,µ∥∥s,ν

for all f ∈ L+
µ×ν . Thus, for the quantitative version of the two variable inclusion

problem (4.3), C is the least constant, finite or infinite, such that

(4.4)
∥∥‖fvw‖r,µ∥∥s,ν ≤ C∥∥‖f‖q,µ∥∥p,ν , f ∈ L+

µ×ν .

In view of Proposition 2.1, (Lqν , L
p
µ) and (Lrκ, L

s
λ) are Banach function spaces pro-

vided all indices are at least 1, so (4.3) holds if and only if C <∞. A peek ahead
at Lemma 4.2 shows that this observation remains true for any positive indices.

Theorem 4.1. Suppose (3.1), (4.1) and C is the best constant in (4.4).

(1) Let max(q, s) ≥ min(p, r). Then (Lqν , L
p
µ) ⊆ (Lrκ, L

s
λ) if and only if Lpµ ⊆ Lrκ

and Lqν ⊆ Lsλ. Moreover C = AB.
(2) Let max(q, s) < min(p, r).

(a) If neither X nor Y is purely atomic then C = ∞, that is, the inclusion
(Lqν , L

p
µ) ⊆ (Lrκ, L

s
λ) fails.

(b) If X is purely atomic and Y is not purely atomic, then (Lqν , L
p
µ) ⊆ (Lrκ, L

s
λ)

if and only if Lqν ⊆ Lsλ and M ∈ `p:q. Moreover, if X is purely atomic and
Y is atomless, then C = B‖M‖p:q.

(c) If Y is purely atomic and X is not purely atomic, then (Lqν , L
p
µ) ⊆ (Lrκ, L

s
λ)

if and only if Lpµ ⊆ Lrκ and N ∈ `r:s. Moreover, if Y is purely atomic and
X is atomless, then C = A‖N‖r:s.

(d) If X and Y are purely atomic, then,
(i) For q ≤ s < p ≤ r, C = ‖M∗N∗‖p:s.

(ii) For q ≤ s < r < p, C = GPPp:s/p:r(N
p:s,Mp:r)1/p:s, see Definition

5.6. In particular, ‖M∗N∗‖p:s ≤ C ≤ min(A‖N‖r:s, B‖M‖p:s).



INCLUSION OF MIXED-NORM SPACES 7

(iii) For s < q < p ≤ r, C = GPPp:s/q:s(M
p:s, Nq:s)1/p:s, see Definition

5.6. In particular, ‖M∗N∗‖p:s ≤ C ≤ min(A‖N‖p:s, B‖M‖p:q).
(iv) For s < q < r < p, ‖M∗N∗‖p:s ≤ C ≤ min(A‖N‖r:s, B‖M‖p:q).

Proof. Most of this section and the next will be devoted to proving these results.
For (1) see Theorem 4.5. For (2a) see Theorem 4.7. For (2b) and (2c) see Theorems
4.8 and 4.9. For (2(d)i) see Theorem 5.5. For (2(d)ii) and (2(d)iii) see Theorems
5.8 and 5.9. Finally, for (2(d)iv) refer to Theorems 4.8, 4.9 and 5.3. �

We begin our analysis of two-variable inclusions by reducing the problem to the
case that all Lebesgue indices lie in (1,∞). This will ensure that our Lebesgue
spaces are Banach function spaces and will enable us to avoid considering special
cases when one or more of the indices is equal to ∞.

Lemma 4.2. Reduction by Substitution: Suppose (3.1), (4.1) and C is the best
constant in (4.4). Fix 0 < t <∞ and let p̄ = tp, q̄ = tq, r̄ = tr, and s̄ = ts. Define
v̄, Ā, M̄ , w̄, B̄, N̄ , and C̄ as in (3.1), (4.1) and (4.4) but using p̄, q̄, r̄, s̄ in place
of p, q, r, s. Then

v̄ = v1/t, w̄ = w1/t, Ā = A1/t, B̄ = B1/t, C̄ = C1/t, M̄i = M
1/t
i , and N̄j = N

1/t
j .

The conclusions of Theorem 4.1 are unchanged when all variables are replaced by
their barred counterparts.

Proof. Routine verification is all that is required. �

Lemma 4.3. Reduction by Duality: Suppose (3.1), (4.1) and C is the best constant
in (4.4). Also suppose that p, q, r, s ∈ [1,∞]. Let

p̄ = s′, q̄ = r′, r̄ = q′, s̄ = p′, and

X̄ = Y, Ī = J, µ̄ = ν, κ̄ = wq
′
ν, Ȳ = X, J̄ = I, ν̄ = µ, λ̄ = vp

′
µ.

Define v̄, Ā, M̄ , w̄, B̄, N̄ , and C̄ as in (3.1), (4.1) and (4.4) but using the barred
variables. Then,

v̄ = w, w̄ = v, Ā = B, B̄ = A, C̄ = C, M̄ = N, and N̄ = M. Also,

p̄:q̄ = r:s, r̄:s̄ = p:q, p̄:s̄ = p:s, p̄:r̄ = q:s, and q̄:s̄ = p:r.

The conclusions of Theorem 4.1 are unchanged when all variables are replaced by
their barred counterparts.

Proof. For p, q, r, s ∈ [1,∞], duality in Banach function spaces shows that con-
stants A, B and C have equivalent definitions in terms of associate spaces. They
are the least constants, finite or infinite, such that

‖gv‖p′,µ ≤ A‖g‖r′,µ, g ∈ L+
µ ;(4.5)

‖hw‖q′,ν ≤ B‖h‖s′,ν , h ∈ L+
ν ; and(4.6) ∥∥‖fvw‖q′,ν∥∥p′,µ ≤ C∥∥‖f‖r′,µ∥∥s′,ν , f ∈ L+

µ×ν ;(4.7)

respectively. But v̄ = [dκ̄/dµ̄]1/r̄ = [wq
′
dν/dν]1/q

′
= w and, similarly, w̄ = v.

Therefore, Ā = B, B̄ = A, and C̄ = C.
For j ∈ J , let wj denote the value of w takes ν-almost everywhere on Fj . Then

lj = λ(Fj) = wsjnj and κ̄(Fj) = wq
′

j nj . Therefore,

M̄j = κ̄(Fj)
1/r̄µ̄(Fj)

−1/p̄ = wjn
1/q:s
j = l

1/s
j n

−1/q
j = Nj ,
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so M̄ = N . Similarly, N̄ = M . The last line of equations is trivial, included in the
lemma for easy reference. Routine verification shows that overall the conclusions
of Theorem 4.1 are unchanged, although several are interchanged. �

Corollary 4.4. To establish Theorem 4.1 for p, q, r, s ∈ (0,∞] it enough to prove
it for p, q, r, s ∈ (1,∞).

Proof. By Lemma 4.2, if Theorem 4.1 holds with indices p, q, r, s then it holds
with indices tp, tq, tr, ts for any t ∈ (0,∞). Suppose it has been proved for p, q, r, s ∈
(1,∞). Then it is valid whenever p, q, r, s ∈ [2, 4]. Take t = 1/2 to see that it
remains valid for p, q, r, s ∈ [1, 2].

By Lemma 4.3, if Theorem 4.1 holds with indices p, q, r, s (for all spaces X and
Y ) then it holds with indices s′, r′, q′, p′ (for all spaces X and Y .) But we have it
for all p, q, r, s ∈ [1, 2] so it holds for all p, q, r, s ∈ [2,∞].

Another application of Lemma 4.2, shows that Theorem 4.1 holds whenever
p, q, r, s ∈ [2t,∞] for any t > 0 so it holds whenever p, q, r, s ∈ (0,∞]. �

Minkowski’s integral inequality is all that is needed to prove that the necessary
condition provided by Proposition 2.2 is also sufficient for a large range of indices.

Theorem 4.5. Suppose (3.1), (4.1) and C is the best constant in (4.4). If the
indices satisfy min(p, r) ≤ max(q, s) then C = AB.

Proof. There are four cases. Each one uses both of the single variable inclusions
and one application of Minkowski’s integral inequality. If p ≤ q, then∥∥‖fvw‖r,µ∥∥s,ν ≤ A∥∥‖fw‖p,µ∥∥s,ν ≤ AB∥∥‖f‖p,µ∥∥q,ν ≤ AB∥∥‖f‖q,ν∥∥p,µ.
If p ≤ s, then∥∥‖fvw‖r,µ∥∥s,ν ≤ A∥∥‖fw‖p,µ∥∥s,ν ≤ A∥∥‖fw‖s,ν∥∥p,µ ≤ AB∥∥‖f‖q,ν∥∥p,µ.
If r ≤ q, then∥∥‖fvw‖r,µ∥∥s,ν ≤ B∥∥‖fv‖r,µ∥∥q,ν ≤ B∥∥‖fv‖q,ν∥∥r,µ ≤ AB∥∥‖f‖q,ν∥∥p,µ.
If r ≤ s, then∥∥‖fvw‖r,µ∥∥s,ν ≤ ∥∥‖fvw‖s,ν∥∥r,µ ≤ A∥∥‖fw‖s,ν∥∥p,µ ≤ AB∥∥‖f‖q,ν∥∥p,µ.
In each case we have C ≤ AB. Part 1 of Proposition 2.2 gives the reverse inequality.

�
For the remainder of the section we consider only indices satisfying,

max(q, s) < min(p, r).

In this range it is insufficient to test inequality (4.4) only over factorable functions,
those of the form f(x, y) = g(x)h(y). Testing over this small class still gives the
lower bound AB ≤ C but Theorem 4.7, below, presents a case in which AB may be
finite but C is always infinite. This is a significant difference between the permuted
case and the unpermuted case. In the latter, it suffices to test over factorable
functions no matter what indices are involved.

We consider the more general class of block diagonal functions with factorable
blocks, f(x, y) =

∑
k gk(x)hk(y), where the gk have disjoint supports in X, and

the hk have disjoint supports in Y . We will need to consider the norms on the
individual blocks so we extend the definition of A and B as follows. If Xk ⊆ X and
Yk ⊆ Y let A(Xk) and B(Yk) be the best constants in

‖gvχXk‖r,µ ≤ A(Xk)‖gχXk‖p,µ and ‖hwχYk‖s,ν ≤ B(Yk)‖hχYk‖q,ν ,
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respectively, for all g ∈ L+
µ and all h ∈ L+

ν . Clearly, A(X) = A, A(∅) = 0,
B(Y ) = B, and B(∅) = 0.

Theorem 4.6. Suppose (3.1), (4.1), max(q, s) < min(p, r), and C is the best
constant in (4.4). If X1, X2, . . . are disjoint subsets of X each having positive µ-
measure and Y1, Y2, . . . are disjoint subsets of Y each having positive ν-measure,
then (∑

k

A(Xk)p:sB(Yk)p:s
)1/p:s

.

is the best constant in (4.4) when f is restricted to functions of the form f(x, y) =∑
k ckgk(x)hk(y), where for each k, gk ∈ L+

µ is supported in Xk, hk ∈ L+
ν is

supported in Yk, and ck ≥ 0. In particular, it is a lower bound for C.

Proof. For f as above,∥∥‖fvw‖r,µ∥∥s,ν =
(∑

k

csk‖gkv‖sr,µ‖hkw‖ss,ν
)1/s

and ∥∥‖f‖q,ν∥∥p,µ =
(∑

k

cpk‖gk‖
p
p,µ‖hk‖pq,ν

)1/p

.

Fix any choice of non-zero gk and hk and let the coefficients ck vary. Since s < p,
the sharpness of Hölder’s inequality implies that,

sup

{∥∥‖fvw‖r,µ∥∥s,ν∥∥‖f‖q,ν∥∥p,µ : ck ≥ 0

}
=

(∑
k

(
‖gkv‖r,µ
‖gk‖p,µ

)p:s(‖hkw‖s,ν
‖hk‖q,ν

)p:s)p:s
.

Taking the supremum of this expression over all gk supported on Xk and over all
hk supported on Yk gives, (∑

k

A(Xk)p:sB(Yk)p:s
)p:s

,

and completes the proof. �
This lower bound on C is infinite if the spaces X and Y both have non-trivial

atomless parts.

Theorem 4.7. Suppose (3.1), (4.1), max(q, s) < min(p, r), and C is the best
constant in (4.4). If neither X nor Y is purely atomic, then C =∞.

Proof. Since µ(X0) and ν(Y0) are non-zero and µ and ν are σ-finite, there exist
E ⊆ X0 and F ⊆ Y0 such that 0 < µ(E) <∞ and 0 < ν(F ) <∞. Set

Eε = {x ∈ E : [dκ/dµ] > ε} and Fε = {y ∈ F : [dλ/dν] > ε},

where ε > 0 is chosen small enough so that µ(Eε) and ν(Fε) are both positive. If
C <∞ then A <∞ and B <∞ so, by Theorem 3.1, r ≤ p and s ≤ q. Thus,

t ≡ p:s

q:s
+
p:s

p:r
=

1
s −

1
q + 1

r −
1
p

1
s −

1
p

∈ [0, 1)

so there exist positive real numbers γ1, γ2, . . . , so that
∑
γk = 1 but

∑
γtk = ∞.

Partition Eε into X1, X2, . . . so that µ(Xk) = γkµ(Eε). Partition Fε into Y1, Y2, . . .
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so that ν(Yk) = γkν(Fε). Then,

A(Xk) ≥ ‖vχXk‖r,µ
‖χXk‖p,µ

≥ εµ(Xk)1/r−1/p = ε(µ(Eε)γk)1/p:r

and

B(Yk) ≥ ‖wχYk‖s,ν
‖χYk‖q,ν

≥ εν(Yk)1/s−1/q = ε(ν(Fε)γk)1/q:s.

Thus, by Theorem 4.6,

C ≥ ε2µ(Eε)
1/p:rν(Fε)

1/q:s
(∑

γtk

)1/p:s
=∞.

This completes the proof. �
In view of the last result, we can restrict our attention to the case that at least

one of X and Y is purely atomic.

Theorem 4.8. Suppose (3.1), (4.1), max(q, s) < min(p, r), and C is the best
constant in (4.4). If X is purely atomic, then

(4.8) B(Y0)‖M‖p:q ≤ C ≤ B‖M‖p:q.

If X is purely atomic and Y is not purely atomic, then C < ∞ if and only if
B‖M‖p:q <∞. If X is purely atomic and Y is atomless then C = B‖M‖p:q.

Proof. By Corollary 4.4 we may suppose p, q, r, s ∈ (1,∞). Let f ∈ L+
µ×ν . For

ν-almost every y the function x 7→ f(x, y) is µ-measurable and hence constant µ-
almost everywhere on each atom of µ. Let fi(y) denote the value of this function
on Ei. Then,∥∥‖fvw‖r,µ∥∥s,ν ≤ B∥∥‖fv‖r,µ∥∥q,ν = B

∥∥∥(∑
i∈I

fri ki

)1/r∥∥∥
q,ν
.

But q < r, so this is no greater than

B
∥∥∥(∑

i∈I
fqi k

q/r
i

)1/q∥∥∥
q,ν

= B
(∑
i∈I
‖fi‖qq,νk

q/r
i

)1/q

,

and Hölder’s inequality completes the proof of the upper bound on C in (4.8),
giving,∥∥‖fvw‖r,µ∥∥s,ν ≤ B‖M‖p:q(∑

i∈I
‖fi‖pq,νmi

)1/p

= B‖M‖p:q
∥∥‖f‖q,ν∥∥p,µ.

For the lower bound there is nothing to prove if C =∞ or if Y is purely atomic, so
suppose C <∞ and ν(Y0) > 0. Since AB ≤ C it follows that B <∞. By Theorem
3.1, the finiteness of B when Y is not purely atomic can occur only when s ≤ q.

We set up to apply Theorem 4.6 by taking Xi = Ei. Clearly, A(Xi) = k
1/r
i m

−1/p
i

and hence,

(4.9)
∑
i∈I

A(Xi)
p:q = ‖M‖p:qp:q.

To choose Yi we consider two cases. If s < q then, by Theorem 3.1,

0 ≤
∫
Y0

wq:s dν = B(Y0)q:s ≤ Bq:s <∞
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so if I0 is any finite subset of I, we may partition Y0 into subsets Yi, i ∈ I0 so that

B(Yi)
q:s =

∫
Yi

wq:s dν = B(Y0)q:s
A(Xi)

p:q∑
η∈I0 A(Xη)p:q

.

Theorem 4.6 implies,

C ≥
(∑
i∈I0

(A(Xi)B(Yi))
p:s
)1/p:s

= B(Y0)
(∑
i∈I0

A(Xi)
p:q
)1/p:q

.

Taking the supremum of the right-hand side over all finite subsets of I, and using
(4.9), gives the lower bound.

In the remaining case, s = q. We can apply Theorem 3.1 again to obtain,
ess supν wχY0

= B(Y0) ≤ B < ∞ so for any ε > 0 we may partition the set
{y ∈ Y0 : w(y) > B(Y0) − ε} into sets Y1, Y2, . . . of positive ν-measure so that
B(Yi) ≥ B(Y0)− ε for each i. Theorem 4.6 and (4.9) imply,

C ≥

(∑
i∈I

(A(Xi)B(Yi))
p:q

)1/p:q

≥ (B(Y0)− ε)‖M‖p:q

Let ε→ 0 to get the the lower bound. This completes the proof of (4.8).
For second statement of the theorem, note that if Y is not purely atomic then

B(Y0) > 0. The upper bound for C in (4.8) shows that C < ∞ whenever
B‖M‖p:q < ∞. On the other hand, if C < ∞ and B(Y0) > 0 in (4.8), then
‖M‖p:q < ∞. But Proposition 2.2 shows that C < ∞ implies B < ∞. Thus,
B‖M‖p:q < ∞. For the last statement, just observe that if Y is atomless then
Y = Y0 so B(Y0) = B. �

There is a corresponding theorem for the case when Y is purely atomic. Because
we are in the permuted case, the inclusion problem is not symmetric in X and Y .
However, duality enables us to deduce this result from the previous theorem.

Theorem 4.9. Suppose (3.1), (4.1), max(q, s) < min(p, r), and C is the best
constant in (4.4). If Y is purely atomic, then

A(X0)‖N‖r:s ≤ C ≤ A‖N‖r:s.
If Y is purely atomic and X is not purely atomic, then C < ∞ if and only if
A‖N‖r:s <∞. If Y is purely atomic and X is atomless then C = A‖N‖r:s.

Proof. In addition to many other changes, the duality transformation of Lemma
4.3 interchanges X and Y and takes A(X0) to B(Y0). So if Y is purely atomic,
Theorem 4.8 may be applied to the transformed problem. Its conclusions, when
translated using Lemma 4.3, establish the present theorem. �

The last two theorems give a complete qualitative answer to the continuous
inclusion question when at least one measure is not purely atomic. Determination
of the exact value of C remains open in the case that one measure is purely atomic
and the other is neither purely atomic nor atomless. A formula for the best constant
in this case would give a formula for the best constant in the case when both spaces
are purely atomic. This is unlikely; see Definition 5.6 and Theorems 5.8 and 5.9.

5. The Two Variable Case: Purely Atomic Measures

When both spaces are purely atomic the two-variable inclusion problem presents
much more suble behavior than in the cases covered in the previous section. Using
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the notation of (3.1) and (4.1), we may rewrite (4.4) so that C is the least constant,
finite or infinite, such that

(5.1)
(∑
j∈J

(∑
i∈I

fri,jki

)s/r
lj

)1/s

≤ C
(∑
i∈I

(∑
j∈J

fqi,jnj

)p/q
mi

)1/p

,

whenever fi,j ≥ 0 for i ∈ I and j ∈ J . Here fi,j is just the value that the measurable
function f takes on the atom Ei × Fj of X × Y . It is convenient, in the case of
purely atomic spaces, to identify functions on X × Y with functions on I × J .

To determine the least value of C above it is enough, in view of the monotone
convergence theorem, to consider functions f of finite support in I × J . And, by
homogeneity, it is enough to restrict these to the unit ball in (Lqν , L

p
µ). The constant

Cs is the supremum of

(5.2) max

{∑
j∈J0

(∑
i∈I0

fri,jki

)s/r
lj : fi,j ≥ 0,

∑
i∈I0

( ∑
j∈J0

fqi,jnj

)p/q
mi = 1

}
,

taken over all finite subsets I0 ⊆ I and J0 ⊆ J . The maximum exists because it is
supremum of a continuous function over a closed and bounded subset of a finite-
dimensional real vector space. (Values of f off I0 × J0 are irrelevant and may be
assumed to be zero.)

We begin our analysis of this case with a bit of calculus that will, for certain
index ranges, restrict the functions at which the maximum in (5.2) may occur.

Theorem 5.1. Suppose (3.1), (4.1), X and Y are purely atomic, C is the best
constant in (5.1), and 1 < q ≤ s < min(p, r) < ∞. Fix finite subsets I0 ⊆ I and
J0 ⊆ J . Let f ≥ 0 be a function that has the fewest possible non-zero entries among
those for which the maximum in (5.2) occurs. Then for any η ∈ I0 and any distinct
ϕ,ψ ∈ J0, at most one of fη,ϕ and fη,ψ is non-zero.

Proof. Suppose both fη,ϕ and fη,ψ are strictly positive. Then

a = (fqη,ϕ + θ/nϕ)1/q and b = (fqη,ψ − θ/nψ)1/q

are defined as functions of θ in the closed neighbourhood [−fqη,ϕnϕ, f
q
η,ψnψ] of zero.

Note that a(0) = fη,ϕ, b(0) = fη,ψ and aqnϕ+bqnψ is constant. Additionally, a′ > 0
and b′ < 0 on (−fqη,ϕnϕ, f

q
η,ψnψ). Working on this open interval, we differentiate

aqnϕ + bqnψ to get,

aq−1a′nϕ = bq−1(−b′)nψ.
Taking the logarithm of both sides and differentiating again shows that

(5.3) (q − 1)
a′

a
+
a′′

a′
= (q − 1)

b′

b
+
b′′

b′
.

Define f̄ to agree with f except that f̄η,ϕ = a and f̄η,ψ = b. Then f̄ = f when
θ = 0 and, since aqnϕ + bqnψ is constant,∑

i∈I0

( ∑
j∈J0

f̄qi,jnj

)p/q
mi = 1

for all θ. Thus, for each θ, f̄ is among the functions over which the maximum is
taken in (5.2), and so

(5.4)
∑
j∈J0

(∑
i∈I0

f̄ri,jki

)s/r
lj
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has a maximum at θ = 0. But only two terms in (5.4) vary with θ so, setting

A =
∑
i∈I0

fri,ϕki and B =
∑
i∈I0

fri,ψki,

we see that

(5.5) (A− frη,ϕkη + arkη)s/rlϕ + (B − frη,ψkη + brkη)s/rlψ

has a maximum at θ = 0. Therefore, at θ = 0, its derivative is zero and its second
derivative is at most zero. The first derivative is,

s(A− frη,ϕkη + arkη)(s−r)/rar−1a′kηlϕ − s(B − frη,ψkη + brkη)(s−r)/rbr−1(−b′)kηlψ.

This is a difference of strictly positive functions x and y such that x(0) = y(0) and
x′(0) ≤ y′(0). It follows that (log x)′(0) = x′(0)/x(0) ≤ y′(0)/y(0) = (log y)′(0).
Therefore,

(s−r)a(0)r

A

a′(0)

a(0)
kη+(r−1)

a′(0)

a(0)
+
a′′(0)

a′(0)
≤ (s−r)b(0)r

B

b′(0)

b(0)
kη+(r−1)

b′(0)

b(0)
+
b′′(0)

b′(0)
.

By (5.3) this simplifies to

(s− r)a(0)r

A

a′(0)

a(0)
kη + (r − q)a

′(0)

a(0)
≤ (s− r)b(0)r

B

b′(0)

b(0)
kη + (r − q)b

′(0)

b(0)
,

and dividing both sides by the a(0)q−1a′(0)nϕ = b(0)q−1(−b′(0))nψ > 0 we get

(s− q)a(0)rkη + (r − q)(A− a(0)rkη)

Aa(0)qnϕ
≤ − (s− q)b(0)rkη + (r − q)(B − b(0)rkη)

Bb(0)qnψ
.

But 0 < a(0)rkη = frη,ϕkη ≤ A and 0 < b(0)rkη = frη,ψkη ≤ B so the left-hand side
is at least zero and the right-hand side is at most zero. Thus, both sides are zero
and so s = q, A = frη,ϕkη and B = frη,ψkη. Using these equations, and recalling the

definitions of a and b, we find that (5.5) becomes

aqkq/rη lϕ + bqkq/rη lψ = kq/rη (fqη,ϕlϕ + fqη,ψlψ) + kq/rη (lϕ/nϕ − lψ/nψ)θ.

This straight line has a maximum at θ = 0 and is therefore constant. It follows
that (5.4) is also constant so the maximum in (5.2) occurs at f̄ for each θ ∈
(−fqη,ϕnϕ, f

q
η,ψnψ) and, by continuity, for each θ ∈ [−fqη,ϕnϕ, f

q
η,ψnψ]. But when θ

is one of the endpoints of this interval, f̄ has one fewer non-zero entry than f . This
contradicts the choice of f and completes the proof. �

A similar argument proves the following.

Theorem 5.2. Suppose (3.1), (4.1), X and Y are purely atomic, C is the best
constant in (5.1), and 1 < max(q, s) < p ≤ r < ∞. Fix finite subsets I0 ⊆ I and
J0 ⊆ J . Let f ≥ 0 be a function that has the fewest possible non-zero entries among
those for which the maximum in (5.2) occurs. Then for any distinct η, ξ ∈ I0 and
any ϕ ∈ J0, at most one of fη,ϕ and fξ,ϕ is non-zero.

By combining the last two theorems we can give a quantitative answer to the
inclusion problem in the case q ≤ s < p ≤ r. But first we need another application
of Theorem 4.6.

Theorem 5.3. Suppose (3.1), (4.1), X and Y are purely atomic, C is the best
constant in (5.1), and max(q, s) < min(p, r). Then C ≥ ‖M∗N∗‖p:s.
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Proof. If i1, . . . , iK are distinct elements of I and j1, . . . , jK are distinct elements
of J then Theorem 4.6 shows that,

C ≥
( K∑
k=1

A(Eik)p:sB(Fjk)p:s
)1/p:s

=
( K∑
k=1

Mp:s
ik
Np:s
jk

)1/p:s
.

Basic properties of rearrangements, see 2.1.7, 2.2.3, and 2.2.7 of [4], show that
taking the supremum over all choices of i1, . . . , iK and j1, . . . , jK for all K yields,

C ≥
( ∞∑
k=1

(M∗k )p:s(N∗k )p:s
)1/p:s

.

This completes the proof. �

Corollary 5.4. Suppose X and Y are infinite sets with counting measure. The
inclusion (`q(Y ), `p(X)) ⊆ (`r(X), `s(Y )) holds if and only if p ≤ r, q ≤ s, and
p ≤ s. In this case, the norm of the inclusion is 1.

Proof. By Theorem 3.1, the first two index conditions imply the inclusions
`p(X) ⊆ `r(X) and `q(Y ) ⊆ `s(Y ), both with norm 1. Using the third condition,
Theorem 4.5 shows that (`q(Y ), `p(X)) ⊆ (`r(X), `s(Y )), again with norm 1.

For the converse, the necessity of the single-variable inclusions, together with
Theorem 3.1, implies p ≤ r and q ≤ s. If s < p then Theorem 5.3 shows C = ∞
because M = N = (1, 1, . . . ). This contradiction proves that p ≤ s and completes
the proof. �

In the range of indices where both Theorems 5.1 and 5.2 apply, the lower bound
just established is also an upper bound.

Theorem 5.5. Suppose (3.1), (4.1), X and Y are purely atomic, C is the best
constant in (5.1), and q ≤ s < p ≤ r. Then C = ‖M∗N∗‖p:s.

Proof. First suppose 1 < q ≤ s < p ≤ r < ∞. To get an upper bound for C,
Theorems 5.1 and 5.2 show it is sufficient to test (5.1) over functions supported on
a set H ⊆ I×J such that for (i, j), (̄i, j̄) ∈ H, (i, j) 6= (̄i, j̄) implies i 6= ī and j 6= j̄.
Let H be the collection of all such sets H. If f is supported on H ∈ H then (5.1)
reduces to ( ∑

(i,j)∈H

fsi,jk
s/r
i lj

)1/s

≤ C
( ∑

(i,j)∈H

fpi,jn
p/q
j mi

)1/p

.

The sharpness of Hölder’s inequality yields,

sup
f |H=f

(∑
(i,j)∈H f

s
i,jk

s/r
i lj

)1/s

(∑
(i,j)∈H f

p
i,jn

p/q
j mi

)1/p
=
( ∑

(i,j)∈H

Mp:s
i Np:s

j

)1/p:s
.

Thus, C is equal to the supremum over all H ∈ H of this last quantity. But the
Hardy-Littlewood-Pólya inequality, Theorem 2.2.2 in [4], shows that

C = sup
H∈H

( ∑
(i,j)∈H

Mp:s
i Np:s

j

)1/p:s
≤
( ∞∑
k=1

(M∗k )p:s(N∗k )p:s
)1/p:s

= ‖M∗N∗‖p:s.

Theorem 5.3 provides the reverse inequality. This completes the proof in the case
1 < q ≤ s < p ≤ r <∞. By Corollary 4.4, it holds for 0 < q ≤ s < p ≤ r ≤ ∞. �
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When s < q < p ≤ r or q ≤ s < r < p we can apply one, but not both, of
Theorems 5.1 and 5.2. This allows us to express C as a supremum over a restricted
set of functions and this supremum can be abstracted as the solution to the following
optimization problem.

Definition 5.6. A Generalized Partition Problem: Given γ ∈ (0, 1) and two non-
trivial non-negative sequences ai, i ∈ I and bj, j ∈ J let

GPPγ(a, b) = sup
∑
i∈I

ai

( ∑
j∈J(i)

bj

)γ
,

where the supremum is taken over all partitions {J(i) : i ∈ I} of J .

We don’t propose to give a solution to this problem. Indeed, the simple special
case I = {1, 2} with a1 = a2 = 1, and J = {1, . . . , N} with b1, . . . , bN positive
integers, reduces to the optimization version of the Partition Problem, known to
be NP-Hard. We content ourselves with a few observations and one example.

(1) If GPPγ(a, b) <∞ then b ∈ `1 and a ∈ `∞. To see this, fix η and consider
the trivial partition in which J(η) = J and J(i) = ∅ for i 6= η. Then

GPPγ(a, b) ≥ aη
(∑
j∈J

bj

)γ
and, taking the supremum over all η,

GPPγ(a, b) ≥ ‖a‖∞‖b‖γ1 .
(2) If b ∈ `1 and a ∈ `1/(1−γ) then GPPγ(a, b) < ∞. For this, apply Hölder’s

inequality with indices 1/γ and 1/(1− γ) to get∑
i∈I

ai

( ∑
j∈J(i)

bj

)γ
≤ ‖a‖1/(1−γ)

(∑
i∈I

∑
j∈J(i)

bj

)γ
= ‖a‖1/(1−γ)‖b‖γ1 .

Take the supremum over all partitions to get GPPγ(a, b) ≤ ‖a‖1/(1−γ)‖b‖γ1 .
(3) If a ∈ `∞ and b ∈ `γ then GPPγ(a, b) < ∞. Replace each ai by its upper

bound to get,∑
i∈I

ai

( ∑
j∈J(i)

bj

)γ
≤ ‖a‖∞

∑
i∈I

∑
j∈J(i)

bγj = ‖a‖∞‖b‖γγ .

Take the supremum over all partitions to get GPPγ(a, b) ≤ ‖a‖∞‖b‖γγ .

(4) If GPPγ(a, b) <∞ then a∗i (b
∗
i )
γ ∈ `1. Consider only those trivial partitions

for which each J(i) is a singleton. As in Theorem 5.5 one obtains,

GPPγ(a, b) ≥
∞∑
i=1

a∗i (b
∗
i )
γ = ‖a∗(b∗)γ‖1.

Example 5.7. For any γ ∈ (0, 1) there exist positive, non-increasing sequences a
and b for which GPPγ(a, b) =∞, but the supremum over the trivial partitions from
Observations (1) and (4) above gives a finite value.

Proof. Fix γ ∈ (0, 1) and let Q be the least integer greater than or equal to

1/(1 − γ). Let xk = k−2/γ , mk = 2k and nk = 2Qk
2

, for k = 1, 2, . . . . (For
convenience, set m0 = n0 = 0.) Define

aj =

∞∑
k=1

(mknk)γ

nk
χ(0,nk](j) and bj =

∞∑
k=1

xk
mknk

χ(0,mknk](j).
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Clearly, a and b are non-negative, non-increasing sequences. For each integer k ≥ 1,
define a partition of {1, 2, . . . } by setting J(i) = {(i − 1)mk + 1, . . . , imk} for
i = 1, . . . , nk, J(nk + 1) = {nkmk + 1, . . . }, and J(i) = ∅ for i > nk + 1. Then

GPPγ(a, b) ≥
nk∑
i=1

ai

( ∑
j∈J(i)

bj

)γ
≥

nk∑
i=1

(mknk)γ

nk

( imk∑
j=(i−1)mk+1

xk
mknk

)γ
= (xkmk)γ ,

which is unbounded as k →∞. Thus GPPγ(a, b) =∞.
For k ≥ 1, γk − (1− γ)Qk2 ≤ k − k2 ≤ 1− k, so

‖a‖∞ = a1 =

∞∑
k=1

(mknk)γ

nk
=

∞∑
k=1

2γk−(1−γ)Qk2 ≤ 2.

Also,

‖b‖1 =

∞∑
k=1

xk
mknk

∞∑
j=1

χ(0,mknk](j) =

∞∑
k=1

xk
mknk

mknk =
∞∑
k=1

xk <∞.

Therefore, ‖a‖∞‖b‖γ1 < ∞. Thus, the partitions from Observation (1) are not
enough to show that GPPγ(a, b) =∞.

To see that the partitions used to get Observation (4) are not enough to show
that GPPγ(a, b) =∞ either, we need to show that

∞∑
j=1

ajb
γ
j <∞.

(Since a and b are non-negative and non-increasing, they coincide with their rear-
rangements.) Let K be a positive integer and observe that γ−(1−γ)Q(k+K) ≤ −1
for all k ≥ 1. If nK−1 < j ≤ nK , then

aj =

∞∑
k=K

(mknk)γ

nk
=

(mKnK)γ

nK

∞∑
k=K

2(k−K)(γ−(1−γ)Q(k+K)) ≤ 2
(mKnK)γ

nK
.

Also, if mK−1nK−1 < j ≤ mKnK , then

bj =

∞∑
k=K

xk
mknk

≤ xK
mKnK

∞∑
k=K

mK

mk
=

xK
mKnK

∞∑
k=K

2K−k = 2
xK

mKnK
.

It is easy to check that nk−1 ≤ mk−1nk−1 < nk < mknk < nk+1 for each positive
integer k. So our estimates of aj and bj give

nk∑
j=1+mk−1nk−1

ajb
γ
j ≤ 2

(mknk)γ

nk

(
2

xk
mknk

)γ
(nk −mk−1nk−1) ≤ 21+γxγk ,

and, since k + γ − (1− γ)Q(2k + 1) ≤ 0,
mknk∑
j=1+nk

ajb
γ
j ≤ 2

(mk+1nk+1)γ

nk+1

(
2

xk
mknk

)γ
mknk ≤ 21+γxγk .

Now we have,

∞∑
j=1

ajb
γ
j =

∞∑
k=1

(
nk∑

j=1+mk−1nk−1

ajb
γ
j +

mknk∑
j=1+nk

ajb
γ
j

)
≤ 22+γ

∞∑
k=1

xγk <∞.

�
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The next two theorems give quantitative answers to the inclusion problem in the
cases q ≤ s < r < p and s < q < p ≤ r. However, these answers are given in terms
of solutions of the Generalized Partition Problem of Definition 5.6. They should
be viewed as indications of the intractibility of the inclusion problem in these cases
rather than solutions of the problem. On the other hand, Observations (1)-(4) give
some necessary conditions and some sufficient conditions for the finiteness of GPP .
These conditions can be recast as conditions for the inclusion problem, giving easy
to verify conditions that imply or are implied by the inclusion (Lqν , L

p
µ) ⊆ (Lrκ, L

s
λ).

Theorem 5.8. Suppose (3.1), (4.1), X and Y are purely atomic, C is the best
constant in (5.1), and q ≤ s < r < p. Then C = GPPp:s/p:r(N

p:s,Mp:r)1/p:s.
Consequently,

‖M∗N∗‖p:s ≤ C ≤ min(A‖N‖r:s, B‖M‖p:s).

Proof. First suppose 1 < q ≤ s < r < p < ∞. Theorem 5.1 shows that for this
range of indices it is sufficient to test inequality (5.1) over functions supported on
a set H ⊆ I ×J such that for (i, j), (̄i, j̄) ∈ H, (i, j) 6= (̄i, j̄) implies i 6= ī. Let H be
the collection of all such sets H. For each H ∈ H, let H(j) = {i : (i, j) ∈ H} and
note that the sets H(j) are disjoint. If f is supported on H ∈ H then (5.1) reduces
to (∑

j∈J

( ∑
i∈H(j)

fri,jki

)s/r
lj

)1/s

≤ C
(∑
j∈J

∑
i∈H(j)

fpi,jmin
p/q
j

)1/p

.

Since the sets H(j) are disjoint and the fi,j are arbitrary, we are free to replace fi,j
by cjfi,j for arbitrary cj ≥ 0. This gives,

sup
f |H=f

(∑
j∈J

(∑
i∈H(j) f

r
i,jki

)s/r
lj

)1/s

(∑
j∈J

∑
i∈H(j) f

p
i,jmin

p/q
j

)1/p

= sup
f |H=f

sup
cj≥0

(∑
j∈J c

s
j

(∑
i∈H(j) f

r
i,jki

)s/r
lj

)1/s

(∑
j∈J c

p
j

(∑
i∈H(j) f

p
i,jmi

)
n
p/q
j

)1/p

= sup
f |H=f

(∑
j∈J

(( ∑
i∈H(j)

fri,jki

)1/r( ∑
i∈H(j)

fpi,jmi

)−1/p

`
1/s
j n

−1/q
j

)p:s)1/p:s

=
(∑
j∈J

Np:s
j

( ∑
i∈H(j)

Mp:r
i

)p:s/p:r)1/p:s
.

Taking the supremum of the last expression over all sets H ∈ H shows that

C = GPPp:s/p:r(N
p:s,Mp:r)1/p:s.

Note that 0 < p:s/p:r < 1.
The lower bound ‖M∗N∗‖p:s ≤ C was proved in Theorem 5.3. (It also follows

from Observation (4).) With γ = p:s/p:r, a = Np:s, and b = Mp:r we have,

‖b‖γ = ‖M‖p:rp:s, and ‖a‖1/(1−γ) = ‖N‖p:sr:s.

Also,

‖b‖1 = ‖M‖p:rp:r = Ap:r and ‖a‖∞ = ‖N‖p:s∞ = Bp:s.
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The last two follow from Theorem 3.1 because r < p and q ≤ s. Using these four
equations, Observations (2) and (3) give the upper bounds from the last line of the
theorem. This completes the proof in the case 1 < q ≤ s < r < p < ∞. Corollary
4.4 shows that it remains valid for 0 < q ≤ s < r < p ≤ ∞. �

A similar theorem covering the case s < q < p ≤ r follows by duality.

Theorem 5.9. Suppose (3.1), (4.1), X and Y are purely atomic, C is the best
constant in (5.1), and s < q < p ≤ r. Then C = GPPp:s/q:s(M

p:s, Nq:s)1/p:s.
Consequently,

‖M∗N∗‖p:s ≤ C ≤ min(A‖N‖p:s, B‖M‖p:q).

The last remaining case of the inclusion problem for purely atomic measures is
the index range s < q < r < p. Some necessary and some sufficient conditions for
inclusion in this case, already established in Theorems 4.8, 4.9 and 5.3, are stated
in Theorem 4.1.

6. Multivariable Mixed Norm Lebesgue Space Inclusions

Let p1, . . . , pn; r1, . . . , rn ∈ [1,∞], P = (Lp1µ1
, . . . , Lpnµn) and R = (Lr1κ1

, . . . , Lrnκn)
be the mixed norm spaces introduced in Section 2 for which the norms in each
variable are Lebesgue norms. Let σ be a permutation of {1, . . . , n} and let Cm and
C be defined as in (2.1) and (2.2).

We restrict the Lebesgue indices to be at least 1 in this section to ensure that
the Lebegue norms are Banach function norms. Using a result analogous to Lemma
4.2 it is easy to show that all results remain valid for any positive indices.

As in the two-variable case, for a large range of indices the Minkowski integral
inequality together with single-variable inclusions will suffice to prove the mixed
norm inclusion.

Theorem 6.1. Let P , R and σ be as above. Suppose Pi ⊆ Ri for i = 1, . . . n and
ri ≤ pj whenever i < j and σ−1(i) > σ−1(j). Then σ(P ) ⊆ R and C = C1 . . . Cn.

Proof. Fix f ∈ L+
µ . Let R(k) denote the (n − k)-vector obtained by removing

Rσ(1), Rσ(2), . . . , Rσ(k) from R = (R1, . . . , Rn), without disturbing the order of the
remaining R’s.

The single variable inclusion Pσ(1) ⊆ Rσ(1) shows that

‖f‖(R1,...,Rσ(1)−1,Rσ(1),Rσ(1)+1,...,Rn) ≤ Cσ(1)‖f‖(R1,...,Rσ(1)−1,Pσ(1),Rσ(1)+1,...,Rn).

Next we move Pσ(1) to the left by successively interchanging it with Ri for i =

σ(1) − 1 down to i = 1. For each i < σ(1) we have σ−1(i) > 1 = σ−1(σ(1)) so
ri ≤ pσ(1) and thus, by Minkowski’s integral inequality, these interchanges do not
decrease the norm of f . Therefore,

‖f‖R ≤ Cσ(1)‖f‖(Pσ(1),R1,...,Rσ(1)−1,Rσ(1)+1,...,Rn) = Cσ(1)‖f‖(Pσ(1),R(1)).

To continue, locate Rσ(2) in R(1), apply the one-variable inclusion Pσ(2) ⊆ Rσ(2) and

then interchange Pσ(2) with each entry of R(1) to its left. For each such entry Ri,

i < σ(2) and σ−1(i) > 2 = σ−1(σ(2)), because Rσ(1) is not in R(1). So ri ≤ pσ(2)

and the interchanges do not decrease the norm. The result is,

‖f‖R ≤ Cσ(1)Cσ(2)‖f‖(Pσ(1),Pσ(2),R(2)).
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Continuing in this way, we get,

‖f‖R ≤ Cσ(1)Cσ(2) . . . Cσ(n)‖f‖(Pσ(1),Pσ(2),...,Pσ(n)) = C1 . . . Cn‖f‖σ(P ).

Since, by hypothesis, each of C1, . . . , Cn is finite we have σ(P ) ⊆ R and C ≤
C1 . . . Cn. But Theorem 2.2 shows that C1 . . . Cn ≤ C so we have C = C1 . . . Cn to
complete the proof. �

The restrictions on indices that enabled us to use the Minkowski integral inequal-
ity in the last proof are necessary conditions when there are no atomic measures
involved. We can see this by applying our results in the two-variable case to the
two-variable subinclusions from Lemma 2.3.

Theorem 6.2. Let P , R and σ be as above. If none of the spaces X1, . . . , Xn is
purely atomic, then σ(P ) ⊆ R if and only if all two-variable subinclusions hold,
that is, if and only if

(Pi, Pj) ⊆ (Ri, Rj), when i < j and σ−1(i) < σ−1(j), and

(Pj , Pi) ⊆ (Ri, Rj), when i < j and σ−1(i) > σ−1(j).

In this case, C = C1 . . . Cn.

Proof. The necessity of the two-variable subinclusions follows from Lemma 2.3.
For the sufficiency, first observe that by Theorem 2.2, all single variable inclusions
Pi ⊆ Ri follow from the two variable subinclusions. Since the underlying spaces are
not purely atomic, Theorem 3.1 shows that ri ≤ pi for each i. Moreover, if i < j
and σ−1(i) > σ−1(j), the subinclusion (Pj , Pi) ⊆ (Ri, Rj) and Theorem 4.7 imply
the index condition min(ri, pi) ≤ max(rj , pj), which simplifies to ri ≤ pj . Thus,
the conditions of Theorem 6.1 are satisfied. Its conclusions complete the proof. �

When we restrict our attention to mixed norm spaces based on (unweighted)
`p-norms on infinite sequences we obtain a similar result—multivariable inclusions
hold if and only if all two-variable subinclusions hold.

Theorem 6.3. Let X1, . . . , Xn be countably infinite sets with counting measure, let
p1, . . . , pn; r1, . . . , rn ∈ [1,∞] and let σ be a permutation of {1, . . . , n}. The mixed
norm inclusion (`pσ(1)(Xσ(1)), . . . , `

pσ(n)(Xσ(n))) ⊆ (`r1(X1), . . . , `rn(Xn)) holds if
and only if all two-variable subinclusions hold, that is, if and only if

(`pi(Xi), `
pj (Xj)) ⊆ (`ri(Xi), `

rj (Xj)), when i < j and σ−1(i) < σ−1(j), and

(`pj (Xj), `
pi(Xi)) ⊆ (`ri(Xi), `

rj (Xj)), when i < j and σ−1(i) > σ−1(j).

In this case, C = 1.

Proof. The necessity of the two-variable subinclusions follows from Lemma 2.3.
For the sufficiency, first observe that by Theorem 2.2, all single variable inclusions
`pi(Xi) ⊆ `ri(Xi) follow from the two variable subinclusions. Theorem 3.1 shows
that ri ≥ pi for each i and that Ci = 1.

Suppose that i < j and σ−1(i) > σ−1(j). Then we have (`pj (Xj), `
pi(Xi)) ⊆

(`ri(Xi), `
rj (Xj)) and Corollary 5.4 yields pi ≤ rj .

Fix a non-negative f . Let Pm = `pm(Xm) and Rm = `rm(Xm). This time,
let R(k) be the (n− k)-vector obtained by removing Rσ(k), Rσ(k+1), . . . , Rσ(n) from
R = (R1, . . . , Rn), without disturbing the order of the remaining R’s.

The constant is 1 in the single variable inclusion Pσ(n) ⊆ Rσ(n), so

‖f‖(R1,...,Rσ(n)−1,Rσ(n),Rσ(n)+1,...,Rn) ≤ ‖f‖(R1,...,Rσ(n)−1,Pσ(n),Rσ(n)+1,...,Rn).
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Next we move Pσ(n) to the right by successively interchanging it with Rj for j =

σ(1) + 1 up to j = n. For each j > σ(n) we have σ−1(j) < n = σ−1(σ(n)) so
pσ(n) ≤ rj and thus, by Minkowski’s integral inequality (applied to sums), these
interchanges do not decrease the norm of f . Therefore,

‖f‖R ≤ ‖f‖(R1,...,Rσ(n)−1,Rσ(n)+1,...,Rn,Pσ(n)) = ‖f‖(R(n),Pσ(n))
.

To continue, locate Rσ(n−1) in R(n), apply the one-variable inclusion Pσ(n−1) ⊆
Rσ(n−1) and then interchange Pσ(n−1) with each entry of R(n) to its right. For each

such entry Rj , j > σ(n− 1) and σ−1(j) < n− 1 = σ−1(σ(n− 1)), because Rσ(n) is

not in R(n). So, again, we have pσ(n−1) ≤ rj and the interchanges do not decrease
the norm. The result is,

‖f‖R ≤ ‖f‖(R(n−1),Pσ(n−1),Pσ(n))
.

Continuing in this way, we get,

‖f‖R ≤ ‖f‖(Pσ(1),Pσ(2),...,Pσ(n)).

That is,

‖f‖(`r1 (X1),...,`rn (Xn)) ≤ ‖f‖(`pσ(1) (Xσ(1)),...,`
pσ(n) (Xσ(n)))

.

Thus the inclusion, (`pσ(1)(Xσ(1)), . . . , `
pσ(n)(Xσ(n))) ⊆ (`r1(X1), . . . , `rn(Xn)),

holds and C ≤ 1. Taking f to be supported on a single point shows that C ≥ 1 so
C = 1. �
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