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Abstract. Let X be a quasi-Banach rearrangement invariant space
and let T be a (ε, δ)-atomic operator for which a restricted type estimate
of the form ‖TχE‖X ≤ D(|E|) for some positive function D and every
measurable set E is known. Then, we show that this estimate can be
extended to the set of all positive functions f ∈ L1 such that ‖f‖∞ ≤ 1,
in the sense that ‖Tf‖X ≤ D(‖f‖1). This inequality allows us to obtain
strong type estimates for T on several classes of spaces as soon as some
information about the Galb of the space X is known. This paper will
consider the case of weighted Lorentz spaces X = Λq(w) and their weak
version.

1. Introduction

It is well known and we refer to the papers [1], [3], [4] and [14] that,
for many interesting operators only a restricted estimate on characteristic
functions is known, and it is of a general interest to show what kind of
strong type estimate can be obtained from it. This is, for example, the
principle of the weak type extrapolation theory where we have an operator
satisfying

‖TχE‖Lp,∞ ≤ 1

p− 1
|E|1/p,

for every 1 < p ≤ p0, and it is an open question to see if this implies that
T is bounded from the Orlicz space L log L into L1,∞. A positive solution
to this question will give us, when applied to the Carleson operator

Sf(x) = sup
n
|Snf(x)|,

where Snf(x) = (Dn ∗f)(x), Dn is the Dirichlet kernel on T = {z ∈ C; |z| =
1} and f ∈ L1(T), the almost everywhere convergence of the Fourier series
of a function in L log L(T).
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In a recent paper [4], it was proved that if the operator T is (ε, δ)-atomic
approximable (see Definition 2.2), then an estimate of the form

(TχE)∗(t) ≤ h(t, |E|),

for every measurable set, can be extended to every function f bounded
by 1 and, from it, some strong type estimates on logarithmic type spaces
were proved. In particular, if h(t, s) ≤ R(t)D(s), the above inequality is
equivalent to ‖TχE‖X ≤ D(|E|), where X is a weak weighted Lorentz space
(see definition below).

The first purpose of this paper consists in proving, in Section 2, that
a slight modification of the main theorem in [4] shows that if T is (ε, δ)-
atomic approximable, and ‖TχE‖X ≤ D(|E|) for some positive function D
and every measurable set E where X is any quasi-Banach r.i. space, then
‖Tf‖X ≤ D(‖f‖1), for every f ∈ L1 such that ‖f‖∞ ≤ 1.

Our second step will be to obtain, from this inequality, a strong type
estimate, for which we need to have some information on the Galb(X),
which is defined (see [22]) by

Galb(X) =
{

(cn)n;
∑

n

cnfn ∈ X, whenever ‖fn‖X ≤ 1
}

,

endowed with the norm ‖c‖Galb(X) = sup‖fn‖X≤1

∥∥∥∑n cnfn

∥∥∥
X

. In particular,

we study, in Section 3, this Galb for the case of the weighted Lorentz spaces
X = Λq(w), for 0 < q < ∞, and also, of the weak spaces Λq,∞(w). To this
end, we use the following formula for the decreasing rearrangement of a sum
of functions (see [8]): if f =

∑
n cnfn, then

f ∗(3t) ≤
∑

n

cn

(
f ∗n(t) +

1

t

∫ t

ant

f ∗n(s)ds

)
,

where {an}n are positive numbers such that
∑

n an = 1, and we need to
solve the problem of computing, for q ≥ 1,

sup

∫∞
0

(
1
t

∫ t

at
f(s) ds

)q

w(t) dt∫∞
0

f(t)qw(t) dt
,

where the supremum extends over the set of decreasing functions f . This
problem will be solved in Section 5. Finally, in Section 4 we present some
concrete examples and applications.

We shall denote by L0(Rn) the class of Lebesgue measurable functions
that are finite a.e. and g∗(t) = inf {s : λg(s) ≤ t} is the decreasing re-
arrangement of g, where λg(y) = |{x ∈ R : |g(x)| > y}| is the distribution
function of g with respect to Lebesgue measure. We refer the reader to [2]
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for further information about distribution functions, decreasing rearrange-
ments and rearrangement invariant (r.i.) spaces.

If, in the definition of a norm, the triangle inequality is weakened to the
requirement that for some constant c, ‖x + y‖ ≤ c(‖x‖+ ‖y‖) holds for all
x and y, then we have a quasi-norm. A complete quasi-normed space is
called a quasi-Banach space. It is well known that spaces `p for 0 < p < 1
are quasi-Banach spaces. Observe that if X is a quasi-Banach r.i. space of
measurable functions on Rn then there is a r.i. quasi-Banach space X∗ of
measurable functions on R such that ‖f‖X = ‖f ∗‖X∗ for all f ∈ X. One
simply defines ‖g‖X∗ = ‖G‖X where G(x) = ωg(|x|)|x|n−1 with ω chosen so
that g and G are equimeasurable. It is a simple matter to verify that X∗ is
a quasi-Banach space.

For a measurable set E, χE denotes the characteristic function of E, |E|
is the Lebesgue measure of E and, for simplicity in our arguments, we say
that an operator T is sublinear if T (λf) = λTf and∣∣∣∣T(∑

n∈N
fn

)∣∣∣∣ ≤∑
n∈N

|Tfn|.

If we only have that |T (f + g)| ≤ |Tf | + |Tg|, then we need to assume
some extra boundedness condition on our operator T such as

T : L1 + L∞ −→ L0

is bounded or to use some standard density argument to obtain our conclu-
sions.

2. From restricted weak type to strong type

We shall work in Rn and Q will represent a cube with sides parallel to
the axes. The results can be extended in the natural way to TN (identifying
TN with [0, 1)N). In [4], the following definitions were introduced:

Definition 2.1. Given δ > 0, a function a ∈ L1(Rn) is called a δ-atom if
it satisfies the following properties:
(i)
∫

Rn a(x) dx = 0, and
(ii) there exists a cube Q such that |Q| ≤ δ and supp a ⊂ Q.

Definition 2.2. (a) A sublinear operator T , defined on L1 +L∞ and taking
values in L0, is (ε, δ)-atomic if for every ε > 0 there exists δ > 0 satisfying

(1) ‖Ta‖L1+L∞ ≤ ε‖a‖1,

for every δ-atom a.
(b) A sublinear operator T is (ε, δ)-atomic approximable if there exists a
sequence (Tn)n of (ε, δ)-atomic operators such that, for every measurable
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set E, |TnχE| ≤ |TχE| and, for every f ∈ L1 such that ‖f‖∞ ≤ 1, and
every t > 0,

(Tf)∗(t) ≤ lim
n

inf(Tnf)∗(t)·

In particular, any maximal operator of the form supj |Kj ∗ f |, where
Kj ∈ Lpj for some 1 ≤ pj < ∞ is (ε, δ)-atomic approximable (see [4] for
more examples of this kind of operators). Also, as we shall see in this paper,
any operator bounded from Lp into Lp with 0 < p < 1 is not (ε, δ)-atomic
approximable.

Definition 2.3. Given an operator T and a quasi-Banach r.i. space X, we
define the fundamental function of T with respect to X, by

ϕX,T (r) = sup
|E|≤r

||TχE||X .

Observe that if T is the identity operator, ϕX,T is nothing but ϕX , the usual
fundamental function of X.

Definition 2.4. Given δ > 0, we say that Fδ is a δ-net if it is a collection
of open cubes of the following form:

Fδ = {Qj; |Qj| = δ,Qj are pairwise disjoint, ∪Qj = Rn}.

Theorem 2.1. Let X be a quasi-Banach r.i. space and T a sublinear (ε, δ)-
atomic approximable operator. Then, for every positive function f ∈ L1

such that ‖f‖∞ ≤ 1,
‖Tf‖X ≤ ϕX,T (‖f‖1).

Proof: In view of Definition 2.2, it is enough to prove the result for an
(ε, δ)-atomic operator T .

Given X, let X∗ be the space of measurable functions on (0,∞) such that
‖f‖X = ‖f ∗‖X∗ . Let f ∈ L1 be a positive function such that ‖f‖∞ ≤ 1 and,
given ε > 0, let us consider a δ-net Fδ where δ is the number associated to
ε by the property that T is (ε, δ)-atomic.

Given Qi ∈ Fδ, let fi = fχQi
. Then,∫

Rn

fi(x)dx ≤ |Qi|,

and hence, we can take a cube Q̃i ⊂ Qi and satisfying:

|Q̃i| =
∫

Rn

fi(x)dx =

∫
Qi

f(x)dx.

Then, it is clear that the function gi = fi − χQ̃i
is a δ-atom and

‖gi‖1 ≤
∫

Qi

|f(x)|dx + |Q̃i| = 2

∫
Qi

|f(x)|dx.
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Now, f =
∑

i fi =
∑

i gi + χE, where E = ∪Q̃i. Then, by sublinearity

|Tf | ≤
∑

i

|Tgi|+ |TχE| ≡ G + |TχE|.

For fixed n > 1, we have

(Tf)∗(x)χ(1/n,n)(x) ≤ G∗((1/n2)x)χ(1/n,n)(x)

+ (TχE)∗((1− 1/n2)x)χ(1/n,n)(x)

≡ Qn(x) + Rn(x).

For x ∈ (1/n, n), we have 0 ≤ x− 1/n ≤ (1− 1/n2)x, and hence

Rn(x) ≤ (TχE)∗(x− 1/n)χ(1/n,n)(x)

and it follows that R∗
n ≤ (TχE)∗. On the other hand,

Qn(x) ≤ G∗(1/n3)χ(1/n,n)(x)

and

G∗(1/n3) =

(∑
i

|Tgi|
)∗

(1/n3) ≤ n3

∫ 1/n3

0

(∑
i

|Tgi|
)∗

≤
∑

i

n3

∫ 1/n3

0

(Tgi)
∗ ≤

∑
i

n3

∫ 1

0

(Tgi)
∗

≤ n3
∑

i

‖Tgi‖L1+L∞ ≤ n3ε
∑

i

‖gi‖1 ≤ 2n3ε‖f‖1.

Using these estimates for Rn and Qn we have

‖(Tf)∗χ(1/n,n)‖X∗ ≤ 2n2ε‖f‖1‖χ(1/n,n)‖X∗ + ‖TχE‖X .

First we let ε → 0 and then we let n →∞ to get

‖Tf‖X ≤ ‖TχE‖X .

Since |E| =
∑

i |Q̃i| =
∑

i

∫
Qi

f = ‖f‖1, the result follows. �
Also, as a consequence of the previous remark we obtain the following:

Proposition 2.1. Let X be a quasi-Banach r.i. space and let T be a non-
zero (ε, δ)-atomic approximable operator. Then ϕX,T is quasi-concave.

Proof: Clearly ϕX,T (r) is non-decreasing. Suppose s > r. If |E| ≤ s then
‖(r/s)χE‖∞ ≤ 1 so

(1/s)‖TχE‖X ≤ (1/r)ϕX,T (‖(r/s)χE‖1) = (1/r)ϕX,T (r).

Since this holds for all such E, (1/r)ϕX,T (r) is non-increasing. �
Every quasi-concave function is equivalent to a concave function so we

shall assume from now on that D is a concave function with ϕX,T � D.
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Remark 2.1. From the above Proposition, we obtain that if X is any quasi-
Banach r.i. space and 0 < p < 1, any operator T mapping Lp to X is not
(ε, δ)-atomic approximable. In particular, convolution operators on Lp with
discrete measures with coefficients in `p are not (ε, δ)-atomic approximable.

Definition 2.5. Given a sequence space ∫ ⊆ `1 and a concave function D,
we shall denote by D(∫), the set of all measurable functions f such that

||f ||D(∫) = inf

{∥∥∥∥(cnD(||fn||1)
)

n

∥∥∥∥
∫

}
is finite. Here the infimum extends over the set of all possible decompositions
of f =

∑
n cnfn, a.e. such that ||fn||∞ ≤ 1.

It is an exercise to prove the following.

Theorem 2.2. If D is concave then L1 ∩ L∞ ⊆ D(∫). If, in addition,
s � D(s), then D(∫) ⊆ L1.

Let us now give some concrete examples which will be useful in what
follows:
Examples:
a) If ∫ = `p with 0 < p ≤ 1, then taking the following decomposition of a
function f

f =
∑
n∈Z

2nfn,

where fn = 2−nfχ{2n−1≤|f |<2n}, we have that

||f ||D(∫) �
(∑

n∈Z
2npDp(λf (2

n))

)1/p

�
(∫ ∞

0

yp−1Dp(λf (y))dy

)1/p

∼
(∫ ∞

0

f ∗(t)pdDp(t)

)1/p

= ||f ||Λp(w),

where λf is the distribution function of f and Λp(w) is the weighted Lorentz
space with weight w(t) = dDp(t), and hence we have proved that

Λp(dDp) ⊆ D(`p).

Therefore, using the previous theorem, we have that

Λp(dDp) + L1 ∩ L∞ ⊆ D(`p).

At this point, and since 0 < p ≤ 1, it will be good to know when this
second space Λp(dDp)+L1∩L∞ is strictly bigger than Λp(dDp). Obviously,
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these two spaces coincide if and only if L1 ∩L∞ ⊆ Λp(dDp). It follows from
Theorem 3.3 in [18], that

Proposition 2.2. L1 ∩ L∞ ⊆ Λp(dDp) if and only if∫ ∞

0

(
max(1, y)

Dp(y)

)p/(p−1)

dDp(y) < ∞.

b) If ∫ = `(log `), and s � D(s), then, taking the decomposition

f = f +
∑
n≥1

2nfn,

where f = fχ{|f |≤1} and fn as before, we get that

||f ||D(∫) � D(||f ||1) +

(∫ ∞

1

(log+ log+ y) D(λf (y))dy

)
.

From this, it follows using homogeneity that

L log log L(D) ⊆ D(∫),
where

||f ||L log log L(D) =

∫ ∞

0

f ∗(t)(1 + log+ log+ f ∗(t))dD(t).

In particular, if D(s) = s

(
1 + log+ 1

s

)
, then

L log log L(D) = L log L log log L.

Now, in this concrete case, it was proved in [7], taking the ideas of [1], that
we can improve the above result by taking the decomposition of f

f = f0 +
∑
n≥1

22n

fn,

where f0 = fχ{|f |≤2} and fn = 2−2n
fχ{22n−1≤|f |<22n}. Using this decomposi-

tion, it can be proved that

L log L log log log L ⊆ D(∫),
and, in fact, it was proved in [7], that if D(s) ≥ s and D(s2) ≤ sD(s), then

L log log log L(D) ⊆ D(∫).
For our next purpose, we need the following concept which was introduced

in [22].

Definition 2.6. The Galb of a quasi-Banach space X is defined by

Galb(X) =
{

(cn)n;
∑

n

cnfn ∈ X, whenever ‖fn‖X ≤ 1
}

,
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endowed with the “norm” ‖c‖Galb(X) = sup‖fn‖X≤1

∥∥∥∑n cnfn

∥∥∥
X
.

Now, since the motivation of our work is to obtain certain type of esti-
mates for an operator T for which a restricted estimates is known, on many
occasions, it will be enough to have a weak type estimate for the operator
T or even to have that Tf(x) < ∞ a.e. x, for every f ∈ X in order to apply
some continuity Banach principle. To this end, it will be enough to identify
certain sets containing the Galb(X).

Definition 2.7. The Weak Galb of a quasi-Banach space X is defined by

WGalb(X) =
{

(cn)n;
∑

n

cnfn ∈ MX, whenever ‖fn‖X ≤ 1
}

,

endowed with the norm ‖c‖WGalb(X) = sup‖fn‖X≤1

∥∥∥∑n cnfn

∥∥∥
MX

, where MX

is the maximal Marcinkiewicz space defined by

MX = {f ; ‖f‖MX
= sup

t>0
f ∗(t)ϕX(t) < ∞}.

The Finite Galb of X is defined by

FGalb(X) =
{

(cn)n;
∑

n

cnfn are finite a.e., whenever ‖fn‖X ≤ 1
}

.

It is trivial that
Galb(MX) = WGalb(MX)

and
Galb(X) ⊆ WGalb(X) ⊆ FGalb(X).

We shall see in Proposition 4.1 that the three concepts are different. Note
that the advantage of the Finite Galb is the fact that if two quasi-Banach
spaces X and Y satisfy that X ⊆ Y continuously, then

FGalb(Y) ⊆ FGalb(X).

A first general and important fact is the following:

Theorem 2.3. Let X be a quasi-Banach r.i. space. Then,

(2) Galb(X) ⊆ WGalb(X) ⊆ FGalb(X) ⊆ `1 ∩ Lϕ−1
X

,

where
Lϕ−1

X
=
{

(cn)n;
∑

n

ϕ−1
X (|cn|) < ∞

}
.

Proof: The embedding in `1 is immediate. To show that FGalb(X) ⊆ Lϕ−1
X

we suppose that
∑

n ϕ−1
X (|cn|) diverges. It is a standard argument to select

sets An of measure ϕ−1
X (|cn|) such that

∑
n χAn = ∞ on a set of positive

measure. With fn = (1/cn)χAn , ‖fn‖X = 1 and so (cn)n /∈ FGalb(X). �
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Remark 2.2. Obviously Galb(X) = `1 if and only if X is a Banach space.
If this is not the case, we shall study conditions on our spaces to have that
Galb(X) = Lϕ−1

X
∩ `1.

Our second main result can now be formulated in the following way:

Theorem 2.4. Let T be a sublinear (ε, δ)-atomic approximable operator
and let X be a quasi-Banach r.i. space. Then, if ϕX,T (Galb(X)) is as in
Definition 2.5,
a)

T : ϕX,T (Galb(X)) −→ X

is bounded.
b) Similarly

T : ϕX,T (WGalb(X)) −→ MX

is bounded.
c) For every f ∈ ϕX,T (FGalb(X)), Tf(x) < +∞ almost everywhere.

Proof: We shall only prove a), since the proof of b) and c) are completely
similar.

If f =
∑

n cnfn then by sublinearity

‖Tf‖X ≤ ‖cnTfn‖Galb(X).

If we suppose that ‖fn‖∞ ≤ 1 for each n then by Theorem 2.1,

‖Tfn‖X ≤ ϕX,T (‖fn‖1)

and

‖Tf‖X ≤ ‖f‖ϕX,T (Galb(X)).

follows by taking the infimum over all such representations of f . �
In particular, if T is a sublinear (ε, δ)-atomic approximable operator, the

following corollaries follow, from the examples given above.

Corollary 2.1. If X is a Banach space, then

T : Λ1(dϕX,T ) −→ X

is bounded.

Corollary 2.2. If GalbX = `p with 0 < p < 1, then

T : Λp(dϕp
X,T ) + L1 ∩ L∞ −→ X

is bounded.

Corollary 2.3. If GalbX ⊆ `(log `)α and s � ϕX,T (s), then

T : L(log log L)α(dϕX,T ) −→ X



10 MARÍA J. CARRO, LEONARDO COLZANI, AND GORD SINNAMON

is bounded. And if, in addition, ϕX,T (s2) � sϕX,T (s), then

T : L(log log log L)α(dϕX,T ) −→ X

is bounded.

Our next step will be to study the Galb for the class of weighted Lorentz
spaces.

3. About the Galb of weighted Lorentz spaces

The purpose of this section is to obtain information about the Galb of the
spaces Λq(w) for 0 < q < ∞ and of the weak type version spaces Λq,∞(w).
Hence, throughout this section

f =
∞∑

n=1

cnfn,

where ‖fn‖X ≤ 1 and X = Λq(w) or X = Λq,∞(w). We shall use the
following formula for the decreasing rearrangement of a sum of functions
(see [8]):

(3) f ∗(3t) ≤
∑

n

cn

(
f ∗n(t) +

1

t

∫ t

ant

f ∗n(s)ds

)
,

where {an}n are positive numbers such that
∑

n an = 1, and we recall that

if Λq(w) is quasi-Banach, then the primitive of the weight W (t) =
∫ t

0
w

satisfies the ∆2 condition and, hence, the number 3 in the left hand side of
the previous formula gives no problem at all.

We shall also need to use some estimates for the so called Steklov operator
acting on decreasing functions. This operator is defined, for 0 < a < 1, by

Saf(t) =
1

t

∫ t

at

f(s) ds.

Lemma 3.1.

sup
fdec

(
1
t

∫ t

at
f(s) ds

)
W (t)

supt>0 f(t)W (t)
= sup

t>0

(
1

t

∫ t

at

1

W (s)
ds

)
W (t).

Proof: The proof follows trivially since the biggest function f with the
property that supt>0 f(t)W (t) = 1 is 1/W . �

The meaning of the two following lemmas is that in estimating the norm
of the Steklov operator on Lorentz spaces it is often sufficient to test it only
on characteristic functions.
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Lemma 3.2.

sup
fdec

∫∞
0

(
1
t

∫ t

at
f(s) ds

)
w(t) dt∫∞

0
f(t)w(t) dt

= sup
r>0

1

W (r)

∫ r

0

(∫ s/a

s

w(t)

t
dt

)
ds.

Proof: The result follows using Fubini and Theorem 2.12 of [9]. �

Lemma 3.3. If q > 1, then

A := sup
fdec

(∫∞
0

(
1
t

∫ t

at
f(s) ds

)q

w(t) dt

)1/q

(∫∞
0

f(t)qw(t) dt

)1/q
< +∞

if and only if

(4) B := sup
r

(
1

W (r)

∫ r/a

r

(r − at)q w(t)

tq
dt

)1/q

< +∞.

Moreover,
a) it holds that B ≤ A � 1 + Bq and
b) if for some D > 1, W (s/a) ≤ DW (s) for all s > 0, then (1− a) + B �
A � (1− a) + B(log D)1/q′. From this, we can also conclude that
c)

(1− a) + B � A � (1− a) + B(log(B/(
√

a− a)))1/q′ .

The proof of this lemma will be postponed to the last section, since it is
somewhat technical.

Galb (Λq,∞(w))
Let us start with the case Λq,∞(w) defined by

‖f‖Λq,∞(w) = sup
t>0

f ∗(t)W 1/q(t),

and observe that Λq,∞(w) = Λ1,∞(wq), where wq(t) = W 1/q−1(t)w(t), and
hence, the parameter q is, somehow superfluous. However, it will be impor-
tant for us the fact that, for every q > 1,

Λq,1(w) ⊆ Λq(w) ⊆ Λq,∞(w),

where Λq,1(w) = Λ1(wq) and wq as before. Moreover, by real interpolation
theory,

Λq(w) = (Λq,1(w), Λq,∞(w))1/q′,q.

As a first consequence of (2), we obtain the following result:

Corollary 3.1. For every 0 < q < ∞,

Galb(Λq,∞(w)) ⊆ L(W1/q)−1 ∩ `1.
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Theorem 3.1. Let 0 < q < ∞ and given 0 < a < 1, let

H(a) = sup
t>0

(
1

t

∫ t

at

W−1/q(s) ds

)
W 1/q(t).

Then, if (cn)n ∈ `1 and

inf∑
n an≤1

∑
n

cnH(an) < ∞,

we have that (cn)n ∈ Galb(Λq,∞(w)).

Proof: Using (3), we obtain that

‖f‖Λq,∞(w) �
∑

n

cn‖fn‖Λq,∞(w) +
∑

n

cn sup
t>0

(
1

t

∫ t

ant

f ∗n(s) ds

)
W 1/q(t),

for every sequence
∑

an ≤ 1, and, by Lemma 3.1, we immediately obtain
that

‖f‖Λq,∞(w) �
∑

n

cn +
∑

n

cnH(an),

from which the result follows. �
Example: If w(t) = 1, then W (t) = t and H(a) = q(1−a(q−1)/q)/(q−1). In
particular, H(a) ≈ a(q−1)/q if q < 1, H(a) = log 1/a if q = 1 and H(a) ≈ 1
if q > 1.

Remark 3.1. If H ∈ L∞, we obtain that Galb(Λq,∞(w)) = `1 and, of
course, this also follows from the fact that H ∈ L∞ if and only if w ∈ Bq

which is the case where Λq,∞(w) is a Banach space (see [20]).

Corollary 3.2. If for every t > 0 and every 0 < a < 1,

(5)
1

t

∫ t

at

W−1/q(s) ds � a

W 1/q(a)W 1/q(t)
,

then

Galb(Λq,∞(w)) = WGalb(Λq,∞(w)) = FGalb(Λq,∞(w)) = L(W1/q)−1 ∩ `1.

Proof: The embedding FGalb(Λq,∞(w)) ⊆ L(W1/q)−1 ∩ `1 follows from The-
orem 2.3 and the opposite embedding follows from Theorem 3.1. Indeed,
condition (5) reads that H(a) � a/W (a) and, if (cn)n ∈ L(W 1/q)−1 ∩ `1, we

have that (cn) tends to zero and hence, we can assume that (W 1/q)−1(cn) ≤ 1
for every n. Therefore,∑

n

cnH((W 1/q)−1(cn)) �
∑

n

cn
(W 1/q)−1(cn)

cn

=
∑

n

(W 1/q)−1(cn) < ∞,

and therefore, (cn)n ∈ Galb(Λq,∞(w)) by Theorem 3.1. �
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Corollary 3.3. If W 1/q(s)/s is equivalent to a decreasing functions, then

` log ` ⊆ Galb(Λq,∞(w)).

Proof: It follows from the trivial fact that H(a) ≤ log 1/a and taking
an = cn, we obtain the result. �

Observe that if q = 1 and w = 1, we obtain the well-known fact that
` log ` ⊆ Galb(L1,∞)).

Galb (Λq(w))
The case 0 < q ≤ 1

Theorem 3.2. For every 0 < q ≤ 1, it holds that

Galb(Λq(w)) ⊆ `q.

Proof: Let α1 > 0 be small enough (if necessary) and let us choose, αk

such that

W

( k−1∑
j=1

αj

)
≤ 1

2
W (αk).

Let {Ak}k=1,N be a collection of disjoints sets such that αk = |Ak| and let
us define βk = W (αk). Obviously βk is an increasing sequence.

Let us define fk = β
−1/q
k χAk

(x), so that ‖fk‖Λq(w) = 1 and set

f(x) =
N∑

k=1

ckfk.

Let us assume, without lost of generality, that (ck)k are decreasing and

hence, also β
−1/q
k ck is decreasing. Let γ0 = 0 and γk =

∑k
j=1 αj. Then,

f ∗(t) = β
−1/q
k ck,

if γk−1 < t < γk and, therefore,∫ ∞

0

f ∗(t)qw(t) dt =
N∑

k=1

cq
kβ

−1
k

∫ γk

γk−1

w(t) dt

=
N∑

k=1

cq
k

W (αk)

∫ γk

γk−1

w(t) dt >
1

2

N∑
k=1

cq
k,

from which the result follows. �

Theorem 3.3. Let 0 < q ≤ 1. Then Galb(Λq(w)) = `q if and only if
W (t)/t is equivalent to a decreasing function.
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Proof: If W (t)/t is equivalent to a decreasing function, then it is known
(see [6]) that the space Λ1(w) is a Banach space and since

|f |q ≤
∑

n

cq
n|fn|q,

and ‖f‖q
Λq(w) = ‖f q‖Λ1(w), we obtain that

‖f‖q
Λq(w) ≤

∑
n

cq
n‖f q

n‖Λ1(w) ≤
∑

n

cq
n,

and therefore `q ⊆ Galb(Λq(w)) and hence they coincide. To prove the
converse, we observe first, that, if Galb(Λq(w)) = `q , then

‖f‖q
Λq(w) ≤ inf

∑
n

‖fn‖q
Λq(w),

where the infimum extends over all possible decomposition f =
∑

n fn.
Now, we use the same argument that in ([6]): let k ∈ N and s > 0 and

set f = χ(0,2ks) and fj = χ(js,(j+1)s) with j = 0, · · · , 2k − 1. Then, since

f =
∑2k−1

j=0 fj, we obtain that

W (2ks) = ‖f‖q
Λq(w) �

2k−1∑
j=0

‖fj‖q
Λq(w) = 2kW (s);

that is, W (2ks) ≤ 2kW (s) and hence, if s < r and k is such that 2k−1s <
r < 2ks,

W (r)

r
≤ W (2ks)

2k−1s
� 2kW (s)

2k−1s
� W (s)

s
,

as we wanted to prove. �

Remark 3.2. In particular, if X = Lp,q with 0 < q < min(p, 1), we recover
the result proved in [13].

In general, if w does not satisfy the previous condition we have the fol-
lowing result:

Theorem 3.4. Given 0 < a < 1, let

H(a) = sup
r>0

1

W (r)

∫ r

0

(∫ s/a

s

w(t)

t
dt

)
ds.

Then, if (cn)n ∈ `q and

inf∑
n an≤1

∑
n

cq
nH(an) < ∞,

we have that (cn)n ∈ Galb(Λq(w)).
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Proof: Since 0 < q ≤ 1, we have that |f |q ≤
∑

n cq
n|fn|q, and hence, using

(3), we obtain that

‖f‖q
Λq(w) �

∑
n

cq
n‖fn‖q

Λq(w) +
∑

n

cq
n

∫ ∞

0

(
1

t

∫ t

ant

f ∗n(s)qds

)
w(t) dt,

for every sequence
∑

an ≤ 1, and, by Lemma 3.2, we immediately obtain

‖f‖Λq(w) �
∑

n

cq
n +

∑
n

cq
nH(an),

from which the result follows. �
As a corollary of (2) we obtain:

Corollary 3.4.

Galb(Λq(w)) = WGalb(Λq(w)) = FGalb(Λq(w)) ⊆ L(W1/q)−1 ∩ `q.

Corollary 3.5. If for every r > 0 and every 0 < a < 1,

(6)

∫ r

0

(∫ s/a

s

w(t)

t
dt

)
ds � aW (r)

W (a)
,

then,

Galb(Λq(w)) = WGalb(Λq(w)) = FGalb(Λq(w)) = L(W1/q)−1 ∩ `q.

Proof: Condition (6) reads that H(a) � a/W (a) and hence, the proof
follows as in Corollary 3.2. �

Let us assume now that W is equivalent to a convex function.

Lemma 3.4. Let fn ≥ 0 and let gn ≥ 0 have disjoint supports and satisfy
that f ∗n = g∗n for every n. Then, if W is equivalent to a convex function, we
have that

‖
∑

n

fn‖Λ1(w) ≤ ‖
∑

n

gn‖Λ1(w).

Proof: Let us start by proving that, under the above hypotheses, we have
that ∫ ∞

x

(∑
n

fn

)∗
≤
∫ ∞

x

(∑
n

gn

)∗
,

for every x > 0. Now, since
∑

n fn and
∑

n gn have the same integral, it is
enough to prove that ∫ x

0

(∑
n

gn

)∗
≤
∫ x

0

(∑
n

fn

)∗
.
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We have that∫ x

0

(∑
n

gn

)∗
= sup

{∫
E

∑
n

gn; |E| ≤ x

}
= sup

{∑
n

∫
En

gn;
∑

n

|En| ≤ x

}
= sup

{∑
n

∫ xn

0

g∗n;
∑

n

xn ≤ x

}
= sup

{∑
n

∫ xn

0

f ∗n;
∑

n

xn ≤ x

}
= sup

{∑
n

∫
En

fn;
∑

n

|En| ≤ x

}
≤ sup

{∫
E

∑
n

fn; |E| ≤ x

}
=

∫ x

0

(∑
n

fn

)∗
Finally, since W is equivalent to a convex function, we can assume without

lost of generality that w is an increasing function and, hence, using the
distribution formula for increasing weights, we know that, there exists a
function cw(y) such that

‖
∑

n

fn‖Λ1(w) =

∫ ∞

0

∫ ∞

cw(y)

(∑
n

fn

)∗
(t)dt dy

≤
∫ ∞

0

∫ ∞

cw(y)

(∑
n

gn

)∗
(t)dt dy = ‖

∑
n

gn‖Λ1(w).

�
Consequently, when computing the Galb(Λ1(w)) for an increasing weight,

we can assume that the functions fn are disjointly supported. Also:

Theorem 3.5. If W is a convex function, then, for every 0 < q ≤ 1,

Galb(Λq(w)) =
{

(cn)n; (cq
n)n ∈ Galb(Λ1(w))

}
.

Proof: Since (∑
n

cnfn

)q

≤
∑

n

cq
nf

q
n,

it is clear that{
(cn)n; (cq

n)n ∈ Galb(Λ1(w))
}
⊆ Galb(Λq(w)).

For the converse we observe that if (cn)n ∈ Galb(Λq(w)), then
∑

n cnfn ∈
Λq(w) for every (fn)n disjointly supported with ‖fn‖Λq(w) ≤ 1. Then, since,
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in this case, (∑
n

cnfn

)q

=
∑

n

cq
nf

q
n,

we obtain that
∑

n cq
ngn ∈ Λ1(w), for every (gn)n disjointly supported

and with ‖gn‖Λ1(w) ≤ 1. Since w is increasing, we obtain that (cq
n)n ∈

Galb(Λ1(w)). �

Theorem 3.6. If W is a convex function, and, for 0 < a < 1,

H(a) = sup
at≤r≤t

W (t)r

tW (r)
,

then, if (cn)n ∈ `q and

inf∑
n an≤1

∑
n

cq
nH(an) < ∞,

we have that (cn)n ∈ Galb(Λq(w)).

Proof: By Theorem 3.5, it will be enough to solve the case q = 1, and since
W is a convex function, it is enough to consider the case where (fn)n are
disjointly supported. Hence, for every (an)n such that

∑
n an = 1,

‖
∑

n

cnfn‖Λ1(w) =

∫ ∞

0

W

(∑
n

λfn(y/cn)

)
dy

=

∫ ∞

0

W

(∑
n

an
λfn(y/cn)

an

)
dy

≤
∫ ∞

0

∑
n

anW
(λfn(y/cn)

an

)
dy

≤
∫ ∞

0

∑
n

H(an)W
(
λfn(y/cn)

)
dy

≤
∑

n

cnH(an)

∫ ∞

0

W
(
λfn(y)

)
dy ≤

∑
n

cnH(an),

and taking the infimum in all the sequences (an)n we obtain the result. �

The case q > 1

Theorem 3.7. For every q > 1, Galb(Λq(w)) = `1 if and only if w ∈ Bq;
that is, for every r > 0,

rq

∫ ∞

r

w(t)

tq
dt �

∫ r

0

w(t)dt.

Proof: It is consequence of the fact (see [16]) that if q > 1, Λq(w) is Banach
if and only if w ∈ Bq. �
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Theorem 3.8. Given 0 < a < 1, let

H(a) = sup
r

1

W (r)

∫ r/a

r

(r − at)q w(t)

tq
dt.

Then, if (cn)n ∈ `1 and

inf∑
n an≤1

∑
n

cnH(an) < ∞,

we have that (cn)n ∈ Galb(Λq(w)).

Proof: Using (3), we obtain that

‖f‖Λq(w) �
∑

n

cn‖fn‖Λq(w)

+
∑

n

cn sup
‖f‖Λq(w)=1

(∫ ∞

0

(
1

t

∫ t

ant

f ∗(s) ds

)q

w(t) dt

)1/q

,

for every sequence
∑

an ≤ 1, and, by Lemma 3.3, we immediately obtain
that

‖f‖Λq(w) �
∑

n

cn +
∑

n

cnH(an),

from which the result follows. �

Remark 3.3. In particular, if we take Λq(w) = L1,q, which means that
w(t) = tq−1, then

H(a) ∼ sup
r

1

rq

∫ r/a

r

(r − at)q dt

t
∼ log

1

a
,

and hence, we obtain that ` log ` ⊆ Galb(L1,q). This estimate is not satis-
factory since it is known (see [19]) that Galb(L1,q) = `(log `)1/q′.

However, if we use interpolation theory, we can improve the obtained
result as follows.

Theorem 3.9. If W (t)1/q/t is equivalent to a decreasing function, then

`(log `)1/q′ ⊆ Galb(Λq(w)).

Proof: To see this, we observe that if W (t)1/q/t is equivalent to a de-
creasing function, then the space Λ1(wq) is a Banach space with wq(t) =
W (t)1/q−1w(t) and consequently, Galb(Λ1(wq)) = `1. On the other hand,
by Corollary 3.3, we have that ` log ` ⊆ Galb(Λ1,∞(wq)) and hence, using
interpolation (see [5] and [11]), we obtain the result. �

As a Corollary of Theorem 3.8, we also obtain the following result.
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Corollary 3.6. If, for every 0 < a < 1 and every r > 0,∫ r/a

r

(r − at)q w(t)

tq
dt ≤ W (r)a

W 1/q(a)
,

then

Galb(Λq(w)) = WGalb(Λq(w)) = FGalb(Λq(w)) = L(W1/q)−1 ∩ `1.

3.1. Weak Galb and Finite Galb. The purpose of this subsection is to
obtain information about the Weak and the Finite Galb of the spaces Λq(w).

Theorem 3.10. Given 0 < a < 1, let
a)

H(a) = sup
t

W 1/q(t)

t

(∫ t

at

(
u− at

W (u)

)q′−1

du

)1/q′

,

if q > 1, and
b)

H(a) = sup
t,r

W 1/q(t)

t

(min(r, t)− at)+

W (r)1/q
,

if q ≤ 1.
Then, if (cn)n ∈ `1 and

inf∑
n an≤1

∑
n

cnH(an) < ∞,

we have that (cn)n ∈ WGalb(Λq(w)).

Proof: Using (3), we obtain that

‖f‖Λq,∞(w) �
∑

n

cn‖fn‖Λq(w)

+
∑

n

cn sup
t

W 1/q(t)

t
sup

‖f‖Λq(w)=1

1

t

∫ t

ant

f ∗(s) ds,

for every sequence
∑

an ≤ 1, and the result follows, in the case q > 1, from
the so-called duality Sawyer’s formula (see[16]) and, if q ≤ 1, from Theorem
2.12 in [9]. �

Using a completely similar argument to that of the previous Theorem,
we can prove the following result.

Theorem 3.11. Given 0 < a < 1, let

H(a; t) =

(∫ t

at

(
u− at

W (u)

)q′−1

du

)1/q′

,
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if q > 1 and

H(a; t) = sup
r

(min(r, t)− at)+

W (r)1/q
,

if q ≤ 1.
Then, if (cn)n ∈ `1 and, for every t > 0,

inf∑
n an≤1

∑
n

cnH(an; t) < ∞,

we have that (cn)n ∈ FGalb(Λq(w)).

Sometimes, we can use the embedding properties of the Weak and Finite
Galb in order to obtain some information about the Galb, as it is shown in
the following Corollary:

Corollary 3.7. Let q ≥ 1. If W (s)/sq is equivalent to a bounded, decreasing
function, then
a)

` log ` = Galb(Λq,∞(w)) = WGalb(Λq,∞(w)) = FGalb(Λq,∞(w)).

b)

`(log `)1/q′ = Galb(Λq(w)) = WGalb(Λq(w)) = FGalb(Λq(w)).

Proof: a) By Corollary 3.3, we know that

` log ` ⊆ Galb(Λq,∞(w)) ⊆ WGalb(Λq,∞(w)) ⊆ FGalb(Λq,∞(w)).

Now, since W (s) � sq, we have that L1,∞ ⊆ Λq,∞(w) and therefore,

FGalb(Λq,∞(w)) ⊆ FGalb(L1,∞).

but, since it is known (see [13]) that FGalb(L1,∞) = ` log `, we obtain the
result.
b) The proof of this part is completely similar since by Theorem 3.9, we
have that

`(log `)1/q′ ⊆ Galb(Λq(w)),

and since W (s) � sq, we have that L1,q ⊆ Λq(w)).
Finally, we have to use (see [19]) that FGalb(L1,q) = `(log `)1/q′ . �

4. Some examples and applications

If we apply our result to obtain the Galb in the classical case Lp,q we
obtain the following result:
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Corollary 4.1. 1) If q > 1 and p > 1, Galb(Lp,q) = `1.
2) If p = 1, ` log ` = Galb(L1,∞).
3) If p < 1, Galb(Lp,∞) = `p.
4) If 0 < q ≤ 1 and q ≤ p, Galb(Lp,q) = `q.
5) If 0 < p ≤ 1 and p ≤ q ≤ ∞, Galb(Lp,q) = `p.
6) If q > 1, `(log `)1/q′ = Galb(L1,q).

Proof: 1) is clear because those spaces are Banach spaces, and 2) has been
already mentioned several times. 3) is consequence of (5), 4) of Theorem
3.3 and 5) is consequence of Theorems 3.5 and 3.6 for the case q ≤ 1 and for
the case q > 1, we have to proceed by interpolation since we already know
that Galb(Lp,∞) = Galb(Lp,1) = `p. Finally the embedding `(log `)1/q′ ⊂
Galb(L1,q) in 6) is consequence of Theorem 3.9 and for the converse we have
to refer to [19]. �

Another example:

Corollary 4.2. If W (t) = t
(
1 + log+ 1

t

)−α

with α > 0, then, for every

0 < q ≤ 1,

`q(log `)α = Galb(Λq(w))

Proof: The result follows as a consequence of Theorems 3.6 and (2), since
one can easily check that, in this case, H(a) � (1 + log+ 1/a)α, and Lϕ−1

X
=

`q(log `)α. �
If T is of restricted weak type (p, p) with constant 1/(p−1) as it happens

with the Carleson operator given in the introduction, then

(TχE)∗(t) ≤ |E|
t

(
1 + log+ t

|E|

)
≤ |E|

(
1 + log+ 1

|E|

)
1

t

(
1 + log+ t

)
;

that is,

||TχE||X ≤ D(|E|),
where X = Λ1,∞(w) with W (t) = t/(1 + log+ t) and D(s) = s(1 + log+ 1

s
).

Also, when dealing with the bilinear Hilbert transform, the space that ap-
pears naturally is X = Λp,∞(w) with p = 2/3 and W (t) = t/(1 + log+ t)4/3,
see [10]. These examples motivate the study of the Galb of the above spaces
X.

Corollary 4.3. If W (t) = t
(
1 + log+ t

)−α

with α > 0, then, for every

0 < q < 1,

`q = Galb(Λq,∞(w))

and, for q = 1,

`(log `) = Galb(Λ1,∞(w)).
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Proof: The result follows as a consequence of (5). �
Finally, it is important to mention that, in general the Galb(X), the

WGalb(X) and the FGalb(X) do not coincide as it is shown in the following
proposition:

Proposition 4.1. If 0 < q < p < 1, then
1)

Galb(Lp,q(R) ∩ L1(R)) = `q,

2)
WGalb(Lp,q(R) ∩ L1(R))) = `p,

3)
FGalb(Lp,q(R) ∩ L1(R))) = `1.

Proof: 1) Recall that the Galb of Lp,q is `q, while the Galb of L1 is `1. In
particular, if (cn)n is in `q and if ‖fn‖Lp,q∩L1 ≤ 1, then∥∥∥∥∥∑

n

cnfn

∥∥∥∥∥
Lp,q

≤ c

(∑
n

|cn|q
)1/q

,

∥∥∥∥∥∑
n

cnfn

∥∥∥∥∥
L1

≤ c
∑

n

|cn| ≤ c

(∑
n

|cn|q
)1/q

.

Hence `q is contained in the Galb of Lp,q ∩L1. In order to prove the con-
verse, given a positive sequence (cn)n, choose a strictly increasing sequence
of integers kn ≥ 1 so that 2−kn/p|cn| is decreasing. Then choose disjoint sets

{An}n with |An| = 2kn . Finally let fn = |An|−1/p χAn , so that

‖fn‖Lp,q∩L1 = max
{
|An|−1/p ‖χAn‖Lp,q , |An|−1/p ‖χAn‖L1

}
= max

{
1, |An|1−1/p

}
= 1.

Then, it is routine to calculate the rearrangement of the simple function∑
n cnfn and, using the fact that |An| is rapidly increasing, to get∥∥∥∥∑

n

cnfn

∥∥∥∥
Lp,q

=

(∑
n

(p/q)|cn|q|An|−q/p

(( n∑
j=1

|Aj|
)q/p

−
( n−1∑

j=1

|Aj|
)q/p))1/q

�
(∑

|cn|q
)1/q

,

and we conclude that if (cn)n is in the Galb of Lp,q ∩L1, then (cn)n is in `q.
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2) Let (cn)n ∈ `p and let ‖fn‖Lp,q∩L1 = 1. Then, since ‖fn‖Lp,∞ � ‖fn‖Lp,q

and Galb(Lp,∞) = `p,

∥∥∥∥∥∑
n

cnfn

∥∥∥∥∥
Lp,∞

�

(∑
n

|cn|p
)1/p

.

Similarly, ‖fn‖L1,∞ � ‖fn‖L1 and since Galb(L1,∞) = ` log `,

∥∥∥∥∥∑
n

cnfn

∥∥∥∥∥
L1,∞

� ||(cn)n||` log ` �
(∑

n

|cn|p
)1/p

.

Hence `p is contained in WGalb(Lp,q ∩ L1). In order to prove the con-
verse, given a finite sequence (cn)n, choose k and a sequence of disjoint

sets {An}n with |An| = k |cn|p ≥ 1. Finally let fn = |An|−1/p χAn , so
that ‖fn‖Lp,q∩L1 = 1. Then |

∑
n cnfn| is equal to k−1/p on a set of mea-

sure
∑

n |An| = k
∑

n |cn|p. In particular, the norm of
∑

n cnfn in Lp,∞ is

(
∑

n |cn|p)1/p
, and hence (cn)n ∈ `p.

3) First observe that if (cn)n ∈ FGalb(Lp,q ∩ L1), then at least
∑

n |cn| <
+∞. In order to prove the converse, observe that if

∑
n |cn| < +∞ and if

‖fn‖Lp,q∩L1 = 1, then
∑

n cnfn(x) converges in L1 and therefore it is finite
almost everywhere. �

5. Proof of Lemma 3.3

a) The necessary condition is trivial since it is just taking the supremum
over all functions of the form χ(0,r). To prove the converse, let us fix a
decreasing function f and an r > 0. Let rj = r/aj and write

∫ ∞

0

(
1

t

∫ t

at

f

)q

w(t) dt ≤ 2q−1

∞∑
j=−∞

Uj + Vj

where

Uj =

∫ rj+1

rj

(∫ t

rj

f

)q
w(t)

tq
dt and Vj =

∫ rj+1

rj

(∫ rj

at

f

)q
w(t)

tq
dt.
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Since f is decreasing we have for each j,

Uj = q

∫ rj+1

rj

∫ t

rj

(∫ s

rj

f

)q−1

f(s) ds
w(t)

tq
dt

≤ q

∫ rj+1

rj

∫ t

rj

(
s− rj

s− as

∫ s

as

f

)q−1

f(s) ds
w(t)

tq
dt

= q(1− a)1−q

∫ rj+1

rj

∫ t

rj

(s− rj)
q−1

∫ g(s)

g(t)

dy ds
w(t)

tq
dt

+ q(1− a)1−q

∫ rj+1

rj

∫ t

rj

(s− rj)
q−1 dsg(t)

w(t)

tq
dt

≡ (1− a)1−qU
(1)
j + (1− a)1−qU

(2)
j

where g(s) =
(

1
s

∫ s

as
f
)q−1

f(s). Note that g is also decreasing.

Let λg denote the distribution function of g. To estimate U
(1)
j , we expand

the region of integration by observing that
rj < t < rj+1

rj < s < t

g(t) < y < g(s)

 =⇒


g(rj+1) ≤ y ≤ g(rj)

λg(y) ≤ t ≤ λg(y)/a

at ≤ s ≤ λg(y)

 .

Performing the inner, ds, integral and using the hypothesis (4) we see that

U
(1)
j ≤

∫ g(rj)

g(rj+1)

∫ λg(y)/a

λg(y)

(λg(y)− at)q w(t)

tq
dt dy ≤ Bq

∫ g(rj)

g(rj+1)

(∫ λg(y)

0

w

)
dy.

The estimate for U
(2)
j is simpler,

U
(2)
j =

∫ rj+1

rj

(t− rj)
q dsg(t)

w(t)

tq
dt ≤

∫ rj+1

rj

gw.

Now

∞∑
j=−∞

U
(1)
j + U

(2)
j ≤ Bq

∫ ∞

0

(∫ λg(y)

0

w

)
dy +

∫ ∞

0

gw = (Bq + 1)

∫ ∞

0

gw.
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The estimate for Vj begins similarly. With g as above,

Vj = q

∫ rj+1

rj

∫ rj

at

(∫ s

at

f

)q−1

f(s) ds
w(t)

tq
dt

≤ q

∫ rj+1

rj

∫ rj

at

(
s− at

s− as

∫ s

as

f

)q−1

f(s) ds
w(t)

tq
dt

= q(1− a)1−q

∫ rj+1

rj

∫ rj

at

(s− at)q−1

∫ g(s)

g(rj)

dy ds
w(t)

tq
dt

+ q(1− a)1−qg(rj)

∫ rj+1

rj

∫ rj

at

(s− at)q−1 ds
w(t)

tq
dt

≡ (1− a)1−qV
(1)
j + (1− a)1−qV

(2)
j .

Interchange and expand the region of integration for V
(1)
j by observing

that 
rj < t < rj+1

at < s < rj

g(rj) < y < g(s)

 =⇒


g(rj) ≤ y ≤ g(rj−1)

λg(y) ≤ t ≤ λg(y)/a

at ≤ s ≤ λg(y)

 .

Performing the inner, ds, integral and using the hypothesis (4) yields

V
(1)
j ≤

∫ g(rj−1)

g(rj)

∫ λg(y)/a

λg(y)

(λg(y)−at)q w(t)

tq
dt dy ≤ Bq

∫ g(rj−1)

g(rj)

(∫ λg(y)

0

w

)
dy.

Thus,
∞∑

j=−∞

V
(1)
j ≤ Bq

∫ ∞

0

(∫ λg(y)

0

w

)
dy = Bq

∫ ∞

0

gw.

To estimate V
(2)
j we use the fact that g(rj) is a decreasing sequence. For

each k > 1,

k−1∑
j=−∞

∫ rj+1

rj

(rj − at)q w(t)

tq
dt ≤ (1− a)q

∫ rk

0

w

and, by (4), ∫ rk+1

rk

(rk − at)q w(t)

tq
dt ≤ Bq

∫ rk

0

w.

It follows that

k∑
j=−∞

∫ rj+1

rj

(rj − at)q w(t)

tq
dt ≤

k∑
j=−∞

((1− a)q + Bq)

∫ rj

rj−1

w



26 MARÍA J. CARRO, LEONARDO COLZANI, AND GORD SINNAMON

for all k and, because g(rj) is a decreasing sequence,

∞∑
j=−∞

V
(2)
j ≤

∞∑
j=−∞

g(rj)((1− a)q + Bq)

∫ rj

rj−1

w ≤ ((1− a)q + Bq)

∫ ∞

0

gw.

Combining the inequalities above, we get,∫ ∞

0

(
1

t

∫ t

at

f

)q

w(t) dt � (1 + Bq)

∫ ∞

0

gw

≤ (1 + Bq)

(∫ ∞

0

(
1

t

∫ t

at

f

)q

w(t) dt

)1/q′(∫ ∞

0

f qw

)1/q

,

and we conclude (by approximating f by integrable functions if necessary)
that A � 1 + Bq.

To prove b), we shall use some of the ideas of Stepanov and Ushakova
[21], Theorem 3. For the converse, we apply Theorem 3.1 of [17], although
Theorem 1 of [16] will also do.

A = sup
‖f‖Lq(w)≤1

f↓

(∫ ∞

0

(
1

t

∫ t

at

f(s) ds

)q

w(t) dt

)1/q

= sup
‖f‖Lq(w)≤1

f↓

sup
‖g‖

Lq′ (w)
≤1

∫ ∞

0

1

t

∫ t

at

f(s) dsg(t)w(t) dt

= sup
‖g‖

Lq′ (w)
≤1

sup
‖f‖Lq(w)≤1

f↓

∫ ∞

0

f(s)

(
1

w(s)

∫ s/a

s

g(t)w(t)
dt

t

)
w(s) ds

≈ sup
‖g‖

Lq′ (w)
≤1

(∫ ∞

0

(∫ x

0
G(s)w(s) ds∫ x

0
w(s) ds

+

∫∞
0

G(s)w(s) ds∫∞
0

w(s) ds

)q′

w(x) dx

)1/q′

where G(s) = 1
w(s)

∫ s/a

s
g(t)w(t) dt

t
. Now∫ x

0

Gw =

∫ x

0

∫ s/a

s

g(t)w(t)
dt

t
ds =

∫ x/a

0

1

t

∫ min(x,t)

at

dsg(t)w(t) dt

= (1− a)

∫ x

0

g(t)w(t) dt +

∫ x/a

x

(
x

t
− a

)
g(t)w(t) dt

and ∫ ∞

0

Gw =

∫ ∞

0

1

w(s)

∫ s/a

s

g(t)w(t)
dt

t
w(s) ds

=

∫ ∞

0

∫ s/a

s

g(t)w(t)
dt

t
ds = (1− a)

∫ ∞

0

gw.
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Therefore A ≈ A1 + A2 + A3 where

A1 = (1− a) sup
‖g‖

Lq′ (w)
≤1

(∫ ∞

0

(∫ x

0
g(t)w(t) dt∫ x

0
w(t) dt

)q′

w(x) dx

)1/q′

,

A2 = (1− a) sup
‖g‖

Lq′ (w)
≤1

(∫ ∞

0

(∫∞
0

g(t)w(t) dt∫∞
0

w(t) dt

)q′

w(x) dx

)1/q′

,

A3 = sup
‖g‖

Lq′ (w)
≤1

(∫ ∞

0

(∫ x/a

x

(
x
t
− a

)
g(t)w(t) dt∫ x

0
w(t) dt

)q′

w(x) dx

)1/q′

.

The first two are easy. Hardy’s inequality says that A1 = (1 − a)q and
Hölder’s inequality yields A2 = 1−a. For A3 we use Theorem 4.4 of [12]. By
replacing x by s and g(t)w(t) by f(t)t we recognize A3 as the best constant
in the inequality(∫ ∞

0

(∫ s/a

s

(s− ay)f(y) dy

)q′(∫ s

0

w

)−q′

w(s) ds

)1/q′

≤ A3

(∫ ∞

0

f(t)q′tq
′
w(t)1−q′ dt

)1/q′

.

It is trivial to check that the so called GHO condition in [12] holds for
the kernel k(s, y) = s− ay and so A3 ≈ max(A3,1, A3,2) where

A3,1 = sup
s≤x≤s/a

(∫ x

s

(t− s)q′
(∫ t

0

w

)−q′

w(t) dt

)1/q′(∫ s/a

x

t−qw(t) dt

)1/q

.

and

A3,2 = sup
s≤x≤s/a

(∫ x

s

(∫ t

0

w

)−q′

w(t) dt

)1/q′(∫ s/a

x

(s− at)qt−qw(t) dt

)1/q

.

Since

B = sup
r

(∫ r/a

r
(r − at)q w(t)

tq
dt

)1/q

(∫ r

0
w(t) dt

)1/q

we have

A3,2 ≤ sup
s

(∫ ∞

s

(∫ t

0

w

)−q′

w(t) dt

)1/q′(∫ s/a

s

(
s− at

)q

w(t) dt

)1/q

� B.
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Also

A3,1 = sup
s≤x≤s/a

(∫ x

s

(∫ s/a

x

(t− s)qy−qw(y) dy

)q′−1(∫ t

0

w

)−q′

w(t) dt

)1/q′

≤ sup
s≤x≤s/a

(∫ x

s

(∫ t/a

t

(t− ay)qy−qw(y) dy

)q′−1(∫ t

0

w

)−q′

w(t) dt

)1/q′

≤ B sup
s≤x≤s/a

(∫ x

s

(∫ t

0

w

)−1

w(t) dt

)1/q′

≤ B sup
s≤x≤s/a

(
log

(∫ x

0

w

)
− log

(∫ s

0

w

))1/q′

≤ B(log(D))1/q′

This completes the proof of b). To prove c), it is enough to show that
the condition ∫ s/a

0

w ≤ D

∫ s

0

w, s > 0,

always holds with D = (B/(
√

a−a))2q. Now, for any r > 0, r/a ≥ r/
√

a so

Bq

∫ r

0

w ≥
∫ r/

√
a

r

(r − at)qt−qw(t) dt ≥ (
√

a− a)q

∫ r/
√

a

0

w.

Now ∫ s/a

0

w ≤ (B/(
√

a− a))q

∫ s/
√

a

0

w ≤ (B/(
√

a− a))2q

∫ s

0

w.

This completes the proof. �
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[13] L. Colzani and P. Sjögren, Translation-invariant operators on Lorentz
spaces L(1,q) with 0 < q < 1, Studia Math. 132 (1999), 101–124.

[14] L. Grafakos and M. Mastylo, Restricted weak type versus weak type,
To appear in Procc. A.M.S.

[15] A. Kufner and L.E. Persson, Weighted inequalities of Hardy type,
World Scientific (2003).

[16] E. Sawyer, Boundedness of classical operators on classical Lorentz
spaces, Studia Math. 96 (1990), 145–158.

[17] G. Sinnamon, The level function in rearrangement invariant spaces,
Publ Math. 45 (2001), 175-198.

[18] G. Sinnamon and V. Stepanov, The weighted Hardy inequality: New
proofs and the case p = 1, J. London Math. Soc. 54 (1996), 89–101.
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